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All the data used in this thesis are calibrated data products provided by the corre-
sponding instrument PI groups and distributed partly by the CDAWeb interface. The
global MHD simulation and the corresponding visualization programs used in this thesis
are written and designed by Pekka Janhunen. Routines for simulation data processing
were developed by the author.

Paper I investigates the high-altitude cusp location statistically using Polar space-
craft measurements. In particular, the paper focuses on stationary cusp as the data
set contains only events that occurred during steady solar wind conditions. Paper I is
used to demonstrate the solar wind control on the shape of the magnetosphere with an
easily distinguished observable: the cusp location. The author identified the events in
the data base and carried out the statistical analysis.

Paper II investigates the chain of events that led to a large magnetic storm on 6
April 2000. The description of the solar and interplanetary space observations is followed
by a detailed study of the magnetospheric response, together with an examination of
ground effects of the storm as manifested by the observations of the geomagnetically
induced currents. Paper II demonstrates the energy coupling of the solar wind and
the magnetosphere as manifested by the global magnetospheric dynamics set up by the
interplanetary conditions. The author’s role was to participate in the analysis of the
magnetospheric dynamics and solar wind-magnetosphere interaction.

Paper III investigates the effect of the interplanetary magnetic field and solar wind
dynamic pressure on the cusp and subsolar magnetopause location in a global MHD
simulation GUMICS-4. Paper III also compares the cusp location in the simulation
to the observational cusp location of Paper I. Paper III both illustrates the solar wind



control on the shape of the magnetosphere as well as verifies the code performance. The
simulation runs and the analysis of the results were carried out by the author.

Paper IV uses the GUMICS-4 MHD simulation to estimate quantitatively the
energy input to the magnetosphere during the major storm of April 2000. Furthermore,
Paper 1V identifies the locations on the magnetopause surface, where significant energy
transfer takes place in the MHD simulation. The author carried out the simulation runs
and the analysis of the results.

Paper V investigates the ionospheric dissipation in the GUMICS-4 MHD simula-
tion by calculating the amount of energy consumed by the Joule heating and electron
precipitation. The results are compared with empirical proxies of the two parameters.
The ionospheric energy calculation is carried out both for the 6 April 2000 storm simu-
lation and to a simulation of a magnetospheric substorm on 15 August 2001. Paper V
investigates further the latitudinal and longitudinal distribution of the energy dissipa-
tion during the two events. Finally, Paper V finds a high-correlation power law between
the total ionospheric energy and solar wind parameters. Paper V also obtains theoret-
ical scaling laws between the solar wind parameters and ionospheric dissipation. With
the exception of the theoretical scaling laws developed by P. Janhunen, the main part
of the work was carried out by the author.

A CD-rom Appendix is attached to this thesis. The Appendix CD contains ani-
mations of the global MHD simulation results; there are also some references to these
animations in this thesis.

The global MHD simulation used in this thesis is defined in the Geocentric Solar
Ecliptic (GSE) coordinate system, in which the X-axis points to the Sun, the Z axis
is perpendicular to the ecliptic plane and is due north, and the Y axis completes the
right-handed system, pointing duskward. The GSE coordinates are used throughout in
this thesis.
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10 Chapter 1: Introduction

1 INTRODUCTION

1.1 STRUCTURE OF THE MAGNETOSPHERE

The existence of the Earth’s magnetic field is best known from the alignment of the
compass needle. Near the Earth’s surface the magnetic field geometry is dipolar, as if
it was created by a large bar magnet inside the Earth. Further away from the Earth’s
surface the dipole field interacts with the plasma of solar origin (the solar wind) and
magnetic field it carries (interplanetary magnetic field, IMF). As first considered by
Chapman and Ferraro (1931a,b), the dipole magnetic field geometry interacting with the
solar wind can be described using the mirror field method, in which a conducting plane
representing the solar wind is replaced by an image of the dipole located symmetrically
with respect to the plane (Figure 1.1a). The mirror method yields the instantaneous field
geometry on the right hand side (in Figure 1.1a) of the conducting plane. However, as
the solar wind is advancing typically with a velocity of ~400 km/s, the solar wind bends
around the dipole field forming a bullet-shaped plasma cavity, the magnetosphere!, as
depicted in Figure 1.1b.

The boundary separating the magnetosphere from the solar wind is called the
magnetopause (the thick dashed line in Figure 1.1b). Furthermore, as the solar wind
streams at a much higher speed than that at which information is conveyed within the
plasma, a shock front develops around the magnetopause, similarly to water in a river
where a rock sticks out to the surface. The bow shock (thin dotted line in Figure 1.1b),

LChapman and Ferraro thought that the Sun would burst conducting matter only occasion-
ally, so that the magnetosphere would only occasionally be confined by matter originating from
the Sun.

(a) (b)

Rl
LSS

Figure 1.1. (a) Disturbed dipole field geometry in the mirror method. After Chapman
and Bartels (1940). (b) Formation of the bullet-shaped magnetosphere in the
moving solar wind.
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separates the undisturbed solar wind from the shocked solar wind, the magnetosheath.
The solar wind compresses the magnetosphere at the sunward side, so that the dayside
magnetopause is located roughly at 10 Earth radii® distance from the center of the
Earth. In the nightside, interaction with the solar wind stretches the magnetosphere
forming a long tail (hundreds of Rg’s).

Although the mirror field method was the first step in describing the Earth’s mag-
netic field geometry in space, some of its predictions are still valid. For example, a
current system develops on the magnetopause, with a purpose of shielding out the mag-
netospheric magnetic field from the solar wind. These currents are today called the
Chapman-Ferraro currents. Furthermore, the mirror analogy yields two singular field
lines, labeled with C in Figure 1.1a. Because plasma can freely move along magnetic
field lines, these singular field lines mapping to the magnetopause thus offer a location
where the magnetosheath matter can enter the magnetosphere. These field lines mark
the magnetospheric cusp regions, although in reality the cusps are more like horns of
finite width rather than singular field lines.

Figure 1.2 shows a schematic diagram of several regions with different physical
conditions within the Earth’s magnetosphere. From about 80 km upwards, the Earth’s
atmosphere is partly ionized due to the extreme ultraviolet (EUV) radiation from the
Sun; this upper part of the atmosphere is called the ionosphere. The ionosphere is one
of the plasma sources to the magnetosphere, and consequently the near-Earth region
(~1000 km up to ~3-5 Rg) is occupied by cold (~1 eV) and dense (~10% cm~3) plasma
of ionospheric origin called the plasmasphere. Roughly in the same location as the cold
and dense plasmasphere reside the radiation belts, which consist of high-energy (up to
GeV’s) charged particles. Under the Lorentz force, a charged particle in a magnetic
field gyrates around the guide field line. Towards a converging magnetic field, a particle
moving along a field line loses velocity parallel to the magnetic field, whereas the velocity
component perpendicular to the magnetic field increases; this is due to the conservation
of the first adiabatic invariant, the magnetic moment. At the mirror point, the particle
has lost all its parallel velocity to the perpendicular velocity component, and thus it
bounces back. In the Earth’s dipole field configuration, charged particles bounce back
and forth between the two mirror points of the dipole, and therefore the particles are
trapped in the radiation belts. If the mirror point resides deep enough within the dense
atmosphere, collisions due to atmospheric particles may scatter the particles from their
bouncing orbits, in which case they precipitate into the ionosphere. The precipitation
of charged particles into the atmosphere causes the vivid displays of auroras as the
atmospheric particles release the energy they gained from the collisions between the
charged particles in the form of light.

A gradient as well as curvature of the magnetic field leads to particle drift motions.
Therefore, the gradient in the Earth’s magnetic field introduces drifts to the radiation
belt particles. As the gradient drift causes the oppositely charged particles to drift in
opposite directions, a net current, carried mainly by ions due to their larger energy
density, is developed at the magnetic equator. Figure 1.2 shows this intense, roughly
toroidal ring current at the Earth’s equator ranging from about 2 to 6 Rp (marked with

21 Rg = 1 Earth’s radius, ~6371,2 km
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Figure 1.2. A sketch of the different regions within the Earth’s magnetosphere.

a red arrow close to the Earth). Furthermore, as the magnetic field lines stretch to form
the tail, they are aligned antiparallel to each other in the northern and southern tail
lobes. The antiparallel directed magnetic field geometry requires a cross-tail current
flowing from dawn towards dusk (marked with red arrow in Figure 1.2), and closing
to the magnetopause current system. The cross-tail current flows in the plasma sheet,
which is occupied by hot (typically kilovolts) and denser (~0.1-1 cm™~3) plasma.

1.2 ENERGY TRANSFER MECHANISMS

Once the existence of the magnetosphere was accepted it was long thought that the
solar wind would only encompass the magnetosphere and there would be no interaction
between the solar wind and the magnetosphere. Namely, Alfvén (1943) showed that
if the plasma is highly conducting, the magnetic field is frozen-in to the motion of
the plasma. Inversely, this means that plasma confined by one magnetic field cannot
escape to another magnetic field without a major reconfiguration process. Already in
the 18th century it was suggested that the solar activity affects the magnetic variations
on the ground as large auroral displays and large variations in the Earth’s magnetic
field occurred in concert with an increasing number of sunspots. Still much later, while
the linkage between the active Sun and the ground disturbances was known, it was not
understood how the solar wind energy would be transferred through the Earth’s dipole
field, which, by Alfvén’s frozen-in condition, was supposed to act as a shield to the solar
wind.

1.2.1 Magnetic reconnection

The concept of magnetic reconnection has been studied since the 1940’s, when it was first
proposed to be the mechanism which breaks the frozen-in condition and causes heating
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and acceleration of plasma in solar flares. Magnetic reconnection basically means recon-
figuration of two different magnetic field topologies in which plasma elements that are
initially connected to one magnetic field become attached to another magnetic field. As
categorized by Priest and Forbes (2000), there are basically two approaches in study-
ing the breaking of the frozen-in condition: While the other concentrates on finding a
mechanism that produces large enough resistivity to the plasma to create the necessary
dissipation (based on plasma kinetic effects), the other focuses in finding a geometrical
configuration that allows the rapid dissipation to take place (the MHD approach). In
the following, the basic scenario concerning the latter mechanism is introduced.

Figure 1.3a presents a scenario of two oppositely directed magnetic fields at rest.
The field geometry yields a magnetic field gradient between the oppositely directed field
lines, which, by Ampere’s law creates a current sheet (grey area in Figure 1.3). The
induction equation

OB 1
— = B)+ —V’B 1.1
5 V x (v x )+M00V , (1.1)

where B is the magnetic field, v is the bulk velocity of the plasma, and ¢ is the conduc-
tivity, states that the magnetic field changes in time because of convection and diffusion:
The field lines convect with the plasma and the field diffuses with respect to the plasma
trying to smooth out local inhomogeneities. In a steady state when the plasma does
not move (Figure 1.3a), the magnetic field change in time is governed by diffusion: The
magnetic field lines annihilate through diffusion, trying to decrease the steep magnetic
gradient at the center of the current sheet. While the magnetic field is destroyed in the
current sheet, the plasma elements attached to the field lines cannot vanish, instead they
gain the energy lost by the field in the annihilation process and are heated. Figure 1.3b
represents convection without diffusion: the frozen-in condition holds and the moving
field lines pile up at the center of the current sheet and steepen the magnetic gradient,
strengthening the current sheet as well.

The reconnection process (Figures 1.3c and 1.3d) requires both convection and
diffusion processes: Initially the oppositely directed field lines convect towards each
other creating the current sheet between them. The convection of the field lines also
creates an electric field, which is the stronger the faster the magnetic field convects
towards the current sheet. In the current sheet, the field lines diffuse, and in the process
they may form an X-type neutral line (or X-line for short), breaking and reconnecting
the field lines as depicted in Figure 1.3d. A current sheet that is thin enough and has a
suitable geometry may reconnect spontaneously due to an instability process, e.g., Furth
et al. (1963) suggested the ion tearing mode instability. Otherwise the process by which
the field lines are broken and reconnected can be thought as driven, i.e., the current
sheet reacts to the external boundary conditions. The reconnection process converts
magnetic energy into thermal energy, and as two initially unrelated field configurations
are connected, their plasma populations are also mixed. The reconnected field lines in
Figure 1.3d are subjected to a j x B force which tries to straighten them (upwards and
downwards) and in the process the plasma is accelerated (which is sometimes called the
slingshot effect).

The original reconnection model put forth by Sweet (1958) and Parker (1957)
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Figure 1.3. a) Field line diffusion and b) convection in the oppositely directed field
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configuration. c¢) Formation of the diffusion region between the oppositely
directed field lines approaching each other, and d) reconnected field lines.

associated the diffusion region with a finite current sheet between the oppositely directed
magnetic field lines. In the Sweet-Parker model, the rate at which the field lines are
broken, reconnected and carried away from the reconnection region (the reconnection
rate) is equal to the speed at which the field lines are carried to the reconnection region.
However, reconnection was introduced to explain the solar flare eruptions, which are
considerably faster than the reconnection rate in the Sweet-Parker model.

A new reconnection model providing faster reconnection rates was introduced by
Petchek (1964). The size of the long diffusion region in the Sweet-Parker model was
shortened, which increased the rate at which the field lines are diffused and reconnected.
Furthermore, Petchek realized that the diffusion region emits waves and can thus behave
as an obstacle to the plasma inflow, and therefore shock fronts can develop at both sides
of the reconnection region. As shocks are known to accelerate particles (for a review,
see e.g., Jones and Ellison, 1991), all the particles need not to go through the diffusion
region to gain energy: they can be accelerated at the shocks. Petchek’s model is fast
enough to account for the solar flare eruptions, and as will be discussed further, there
is also observational evidence of the Petchek-type reconnection taking place within the
magnetotail.

The first application of the reconnection theory to the solar wind - magnetosphere
system was proposed by Dungey (1961), who suggested that during southward IMF
reconnection would take place at the dayside magnetosphere between the IMF and
northward oriented terrestrial magnetic field. Figure 1.4 illustrates global circulation set
up by dayside reconnection in Dungey’s model. Initially, the southward IMF advancing
towards the Earth reconnects with the dipole field line creating an "open” field line
whose other end is attached to the Earth and the other to the solar wind. The newly
reconnected field line (marked with 1 in Figure 1.4a) is highly bent, and thus on one
hand a j x B force tries to straighten it, and on the other hand it is dragged tailwards
over the polar cap (2-5) with the solar wind flow. Naturally the other part of the
reconnected dipole field line attached to the southern polar cap experiences a similar
evolution. In the distant tail, the additional magnetic flux forces the field lines to move
towards the equatorial plane, and as the northern and southern open field lines are now
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Figure 1.4. Reconnection and field line convection a) in the magnetosphere and b) in
the ionosphere. After Dungey, (1961).

oppositely directed, reconnection will occur again. The two open field lines merge again
forming a closed field line (6), which then returns to the dayside (7-9). As the field lines
are (almost) equipotentials, the motion of the field lines maps to the ionosphere (Figure
1.4b) and establishes global convection cells, with tailward flow within the polar cap
and sunward flow in the lower latitudes.

Dungey’s model gives new significance to the magnetospheric configuration. For
example, in Dungey’s model the cusps are no longer caused by the static presence of
conducting matter outside the magnetopause. Rather, the cusps are opened because of
reconnection, during which they are regions originating from the interaction between
the solar wind and the magnetosphere. However, their original role as locations where
solar wind matter can freely enter the magnetosphere still holds. Another new meaning
can be given to the tail lobes introduced in Figure 1.2, because they map to the polar
cap and hence they are regions consisting of open field lines. The boundary of open
and closed field lines in the tail, the plasma sheet boundary layer, maps to the poleward
edge of the auroral oval (gray-shaded area in Figure 1.4b) in the ionosphere. Further-
more, the circulation of plasma along with the field lines creates field-aligned currents
flowing between the ionosphere and the magnetosphere; these field-aligned currents are
also links between the magnetosphere and the ionosphere. Region 1 field-aligned cur-
rents flow to the ionosphere in the morning sector and away from the ionosphere in
the evening sector. Region 2 field-aligned currents exist equatorward of the Region 1
currents and they flow in the opposite direction to Region 1 currents, closing to the in-
ner magnetosphere. Additionally, the net downward field-aligned currents feed auroral
horizontal electrojets that flow eastward (westward) in the dusk (dawn) region (e.g.,
Kamide and Baumjohann, 1993).

While Dungey (1961) considered only southward IMF in his model, reconnection
between the IMF and terrestrial magnetic field can occur with a variety of different IMF
orientations. Basically any IMF direction can produce reconnection provided that the
terrestrial field is opposite to the IMF and that there is enough convection of plasma
towards the field reversal region to bring the two field configurations in contact. In par-
ticular, the IMF B, plays a major role on the reconnection efficiency: During southward
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IMF the solar wind and terrestrial fields are easily reconnected and hence during south-
ward IMF the energy input to the magnetosphere is particularly enhanced. IMF B,
on the other hand, plays a major role in determining where reconnection occurs (e.g.,
Luhmann et al., 1984). The convection pattern is deflected from the noon-midnight
meridian due to the y component of the IMF?. Reconnection at the distant neutral line
in the magnetotail is present also during geomagnetically quiet times (Nishida et al.,
1994), i.e., during times when the IMF B, is northward. Under these conditions, the
dayside reconnection occurs poleward of the cusp at the high latitude dayside magne-
topause. Consequently, global convection is continuously present, although it is weaker
during northward IMF. As the IMF encompasses the magnetosphere the IMF B, com-
ponent changes into y- and z-directed magnetic field in the magnetosheath (Kallio and
Koskinen, 2000), and therefore also IMF B, has an influence on the location where the
reconnection occurs at the magnetopause.

Qualitatively, Dungey’s model describes the dependence of the global dynamical
processes on the IMF direction. Quantitative observational assessment of the recon-
nection process can be made either directly by in situ measurements or indirectly by
observing dynamics set up by reconnection. Given the large size of the magnetosphere,
the rendezvous of a spacecraft with the reconnection diffusion region is quite improb-
able. Nonetheless, Ho et al. (1994) reported of a fortunate event in the distant tail
recorded by the ISEE-3 satellite. A reconnection region fly-by was evidenced by a pair
of Petschek-type shocks on both sides of the X-line, which itself was signified by the
reversal of the B, component. Fast plasma flows earthward and tailward were also
observed, completing a collection of independent evidence of reconnection.

The global dynamics set up by dayside reconnection has several manifestations
and therefore the reconnection efficiency can be estimated also in many indirect ways.
While the onset of dayside reconnection triggers an enhancement of global convection,
the return flux from the nightside reaches the dayside with a time delay leading to erosion
of the dayside magnetopause until steady state is attained. The magnetopause location
on the other hand can be measured with satellites (e.g,. Fairfield, 1971). Furthermore,
the plasma flow in the solar wind is associated with an electric field (E = =V x B),
and as the reconnected magnetic field lines are almost equipotentials, the interplanetary
electric field (IEF) produces a measurable electric potential difference over the open field
line region, the polar cap potential. Thus also the reconnection efficiency is related to
the polar cap potential (e.g., Reiff et al., 1981). As the open field lines map to the polar
cap, the polar cap size is a measure of the amount of magnetic flux within the tail lobes.
At times when dayside reconnection adds a large amount of new flux to the polar cap and
tail lobes, the boundary of open and closed field lines moves equatorward along with the
auroral oval. The shift of the auroral oval location is then an indicator of the imbalance
between the dayside reconnection rate and the nightside convection integrated in time.
Hence, correlations of the oval size and location to the solar wind parameters contain
natural scatter caused by the time history of the solar wind parameters.

3also Hall conductivity causes the deflection of the convection pattern, (Kamide and Baumjo-
hann, 1993)
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1.2.2  Other energy transfer mechanisms

The reconnection process transfers energy, mass, and momentum to the magnetosphere
most efficiently when the IMF is southward and thus opposite to the terrestrial field
at the dayside. Northward turning of the IMF reduces reconnection in the dayside
magnetosphere, but the energy transfer process from the solar wind into the magneto-
sphere is never completely halted even during northward IMF. For instance, the polar
cap potential does not reach zero even during prolonged times of northward IMF, but
settles to about 35 kV (Reiff et al., 1981). This indicates that there are background
energy, mass and momentum transfer processes that are active at all times. Further-
more, a layer of magnetosheath-like plasma (low-latitude boundary layer, LLBL) just
inside the magnetopause, as well as a layer of magnetosphere-like plasma just outside of
the magnetopause (the magnetosheath boundary layer, MSBL) are commonly observed
under all IMF conditions (e.g., Hones et al., 1972; Meng and Anderson, 1970). Energy,
mass and momentum transfer processes other than reconnection are collectively called
viscous interaction processes, a term first proposed by Axford and Hines (1961).

The charged particles gyrate around the magnetic field line under the Lorentz-
force (Larmor motion). Collisions between particles can scatter the gyrating particles
off their field lines, leading to increased cross-field diffusion. In tenuous space plasmas
classical collisions are rare; however scattering of particles can also be provided by
means of wave-particle interactions (diffusion originating from other mechanisms than
classical collisions is called anomalous diffusion). The strongly fluctuating wave field
providing particle scattering needs free energy, which can be released e.g., through a
plasma micro-instability such as the lower-hybrid drift instability? (e.g., Sibeck et al.,
1999). On the other hand, macro-instabilities, such as eddy turbulence or Kelvin-
Helmholtz instability®, provide the background motion for the micro-instabilities (e.g.,
Sibeck et al., 1999). Furthermore, the intense wave fields can have the same frequency
as the particle gyro-motion; the resulting pitch-angle scattering can be very efficient in
kicking particles away from their Larmor orbits (Tsurutani and Thorne, 1982). One
important aspect of diffusion is also to realize that a finite resistivity by definition
breaks the frozen-in condition. Therefore the existence of an instability that leads to
wave fluctuations that scatter particles and therefore results in diffusion can ignite the
reconnection process if the circumstances are otherwise favorable, i.e., there is plasma
convection towards the diffusion region and the magnetic fields in both sides of the
magnetopause are antiparallel to each other.

The Larmor radius of the gyro-motion of particles around the magnetic field line
depends on the particle mass and energy, such that lighter particles gyrate with a smaller
radius, whereas increasing particle energy increases the gyro-radius. For example, the
Larmor radius of magnetosheath ions having energies above the thermal speed is of the
order of or greater than the magnetopause scale size, and thus they may cross the mag-
netopause current layer while gyrating around their specific field lines (e.g., Stasiewicz,

4Lower-hybrid drift instability arises from the resonance of the lower-hybrid mode and the

plasma drift velocity.
°Kelvin-Helmholtz instability (KHI) arises from the shear in the flow velocities across the
magnetopause, and is capable of producing surface waves along the magnetopause.
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1994). Furthermore, the curvature and the magnetic gradients at the magnetopause
may be involved in allowing particle entry inside the magnetopause, if the gradient and
curvature drifts are directed towards the magnetopause (e.g., Olson and Pfitzer, 1985).
Therefore, some energetic particles may simply drift across the magnetopause under the
influence of the magnetic field gradient and curvature at the magnetopause. Particle
entry mechanisms related to the finite Larmor radius are collectively called the finite
Larmor radius (FLR) effects.

A possible particle entry mechanism across the magnetopause is related to the
E x B drift. As the terrestrial magnetic field is directed northward at the subsolar
magnetopause, a plasma blob exposed to a dusk-to-dawn directed electric field in the
Earth’s rest frame would drift across the magnetopause to the magnetosphere (e.g.,
Lemaire, 1977), this is often called impulsive penetration. Such electric fields could be
generated e.g., due to difference in the ion and electron gyroradii, such that the charges
could separate and generate a polarization electric field.

Finally, regarding mass, energy and momentum transfer from the solar wind into
the magnetosphere, special attention must be paid to the cusp regions, as already noted
by Chapman and Ferraro (1931a,b). The solar wind matter enters the magnetosphere
via the cusp field lines, along which particles gyrate earthward in the cusp’s converging
field topology. At low altitudes, the charged particles mirror and begin to flow away
from the Earth. At the same time the open field line is dragged through the cusp. This
leads to a situation where particles originally attached to a dayside field line change to
a nightside field line within the cusp due to the E x B drift. This indicates that the
nightside lobes are also partly populated via the cusps (Rosenbauer et al., 1975).

1.3 PRACTICAL SIGNIFICANCE

The energy transfer process between the solar wind and the magnetosphere and further
between the magnetosphere and the ionosphere is one of the key questions in space
physics. Magnetospheric dynamics is largely controlled by the external driver, the solar
wind and its magnetic field. Internal magnetospheric processes contribute to the details
of the magnetospheric dynamics, but the energy required to power the system is drawn
from the interaction with the solar wind, especially during periods of southward IMF
(e.g., Baker et al., 1997). Qualitatively, the energy input is explained by the magne-
topause reconnection (Dungey, 1961) and viscous interaction (Axford and Hines, 1961),
but quantitative assessment of the problem has proven to be difficult. Therefore, reliable
estimates on the amount of transferred and dissipated energy within the magnetosphere
are listed as top open questions in international space physics programs, such as the
International Solar Terrestrial Program (ISTP), as well as in individual satellite mission
programs, such as the Cluster mission of the European Space Agency (ESA).
Understanding of the space environment has gained more interest in the past few
years, as an increasing amount of technologies, such as communication systems, depend
on space environment. A new applied discipline, termed space weather, has emerged
within the solar - terrestrial sciences (e.g., Carlowicz and Lopez, 2002), which deals
with a long list of harmful effects to man-made systems ultimately caused by the Sun.
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For example, solar outbursts of high energy particles are a threat to humans working in
space, furthermore they are known to cause malfunctions or even failures of spacecraft,
which may hamper e.g., communication systems at Earth. The high energy particles
within the radiation belts are a threat to satellites residing in this region. The rapidly
changing ionospheric current systems induce rapidly changing magnetic fields, which in
turn induce geoelectric fields to the ground. The geoelectric field drives geomagnetically
induced currents (GIC) in long conductors, such as power grids, natural gas pipelines
and railway lines (e.g., Boteler et al., 1998) predominantly at high latitudes. At low
latitudes, geomagnetic activity causes trouble e.g. in satellite - ground communication
links owing to a phenomenon called the equatorial spread-F (e.g., Palmroth et al., 2000),
which is essentially ionospheric density depletion through which the satellite signals may
be deteriorated.

1.3.1 Scope of this thesis

A thorough understanding of the linkage between the Sun and the surface of the Earth
and all the physical phenomena occurring in between is essential in trying to predict
space weather. As the energy from the Sun fuels almost all the dynamical processes
in the near-Earth space, the energy coupling between the solar wind and the magne-
tosphere is at the heart of the effort in putting forth a reliable prediction of the space
environment. Research topics actively investigated include a realistic estimation of the
total amount of energy transferred into the magnetosphere, the location of where signif-
icant energy transfer occurs, the actual mechanism that leads to the transfer of energy,
locations where energy is consumed within the magnetosphere and ionosphere, and the
relative importance of the various energy sinks. This thesis investigates the aforemen-
tioned questions by presenting the two main dynamic processes of the magnetosphere,
magnetic storms and magnetospheric substorms as manifestations of the energy transfer
processes. Furthermore, the special role of the cusp is also investigated in light of the so-
lar wind - magnetosphere interaction. In particular, this thesis introduces new methods
of estimating the energy transfer rate as well as identifying the energy transfer locations
by using numerical simulations. The numerical simulations are also used in calculating
the ionospheric energy dissipation, which gives insight to the relative importance of the
different ionospheric energy sinks. Finally, the quality of the results obtained by the
numerical simulation is discussed and compared to results obtained by other methods.
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2 MANIFESTATIONS OF ENERGY TRANSFER:
MAGNETOSPHERIC DYNAMICS

2.1 (CusP DYNAMICS

The two spatially narrow cusps in the dayside magnetosphere are regions where the
magnetosheath particles have a direct access to the magnetosphere and the ionosphere
(e.g., Heikkila and Winningham, 1971; Newell and Meng, 1988; Smith and Lockwood,
1996). While nominally the cusp lies around local noon near 75°- 80° latitude, the
location of the cusp both in latitude as well as in local time is strongly dependent on
the solar wind and IMF conditions (e.g., Burch, 1973; Newell et al., 1989). The location
of the cusp thus gives information of the state of the magnetosphere and of the solar
wind control of the magnetosphere. As the cusps are closely related to reconnection
at the magnetopause, the cusp location and properties also provide information on the
magnetopause reconnection location.

It is widely accepted that the IMF B, is the main controlling factor of the cusp
latitude (Burch, 1973; Smith and Lockwood, 1996). Larger southward IMF B, compo-
nent eliminates a larger portion of the magnetopause due to reconnection, moving the
magnetopause earthward and the cusp to lower latitudes. During increasing northward
IMF the cusp location is fairly stationary or moves slightly poleward (e.g., Newell et
al., 1989). The peak probability of observing the cusp shifts to the prenoon sector for
negative (dawnward) By, and to the postnoon sector for positive (duskward) By in the
Northern Hemisphere, in the Southern Hemisphere the shift is in the opposite direc-
tion (Newell et al., 1989). This behavior results from the fact that a dawnward IMF
B, shifts the reconnection site dawnward in the Northern Hemisphere and duskward
in the Southern Hemisphere (e.g., Luhmann et al., 1984; Kallio and Koskinen, 2000).
The spatial extent of the cusp also varies with the solar wind conditions. A prolonged
northward IMF widens the cusp latitudinally, whereas during southward IMF the cusp
is usually narrow in latitude (e.g., Newell and Meng, 1987).

Observationally, the cusp has several signatures from which it can be identified.
One of the most widely used ways of identifying the cusp is the ion energy-latitude dis-
persion measured at polar low Earth orbit satellites (e.g., Rosenbauer et al., 1975). Dur-
ing low-latitude magnetopause reconnection the high-energy ions reach the ionospheric
footprint of the reconnection region at lower latitudes but as the field line convects
poleward through the cusp, the low-energy ions appear later only at higher latitudes.
However, during northward IMF, when reconnection is expected to take place at the
boundary of tail lobes (e.g., Luhmann et al., 1984) and the resulting global convection
is sunward, the high-energy ions reach ionospheric footprint of the reconnection region
at higher latitudes, whereas the low-energy ions are convected to lower latitudes with
the open field line (e.g., Topliss et al., 2000). Another way to discern the cusp is by
diamagnetic depression (e.g., Tsyganenko and Russell, 1999), i.e., a decrease of the total
magnetic field as a result of the incoming magnetosheath particles. The entry of the
magnetosheath particles is also seen as enhanced plasma density.

Paper I of this thesis investigates statistically the solar wind control of the cusp
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location and its latitudinal extent using the Polar satellite data. The cusp is identified
from the spacecraft potential measurement, a quantity related to the plasma density.
Owing to the entry of the magnetosheath particles, the cusp shows as a density en-
hancement. By using the Polar spacecraft potential measurements from April 1996 to
May 1999, we created a data set containing each Polar pass across 80° between 0900
and 1600 MLT, yielding a total of 396 events.

As illustrated in many papers (e.g., Newell et al., 1989; Zhou et al., 2000), the cusp
latitude information contains a large amount of scatter when plotted against the IMF B, .
In particular, Paper I concentrates on the sources of scatter in the cusp latitude. Paper I
lists major sources of scatter (dipole tilt, mapping errors, cusp motion, magnetosheath
fluctuations, IMF B, effect) in the cusp latitude and evaluates their relative importance:
First the events were carefully selected, after which the remaining events were regrouped
by the possible mechanisms causing scatter in the cusp latitude. The method outlines
the major source of scatter in the cusp latitude, and thus it determines the components

in the solar wind that mainly affect the cusp location.

After the attempt to eliminate errors in the cusp latitude due to dipole tilt, mapping
errors, and cusp motion (Paper I), 46 events were left of the initial data set containing
396 events. The 46 events appeared in between 1000 and 1409 MLT. The scatter in the
cusp latitude was significantly diminished, which can be seen by comparing Figures 5
and 6 of Paper I. However, the correlation between the cusp latitude and the IMF B,
was still quite poor. The remaining outliers (Figure 6 of Paper I) were attempted to
explain with scatter sources due to magnetosheath fluctuations and the IMF B, effect.

Magnetosheath fluctuations have been proposed to trigger transient ionospheric
events related to dayside reconnection (Newell and Sibeck, 1993), and they may also
cause magnetopause motion (Sibeck and Gosling, 1996). As the dayside magnetopause
maps to the cusp and the cusp is closely related to dayside reconnection, we tested a
hypothesis that magnetosheath fluctuations could affect the cusp location. The magne-
tosheath fluctuations usually follow solar wind pressure pulses or fast IMF fluctuations.
However, as the events were already selected during steady IMF B, and solar wind dy-
namic pressure conditions, we determined the probability that the magnetosheath was
turbulent during the events using IMF measurements. Namely, the IMF is known to
precondition the magnetosheath flow such that in the sector where IMF is perpendicular
to the shock normal (known as a quasi-perpendicular shock) the flow is quite smooth,
whereas in the sector where IMF is parallel to the shock normal the flow is usually tur-
bulent (known as a quasi-parallel shock) (e.g., Greenstadt et al., 1984). Therefore, we
determined using IMF measurements whether the dayside subsolar magnetosheath was
probably smooth or turbulent, corresponding to quasi-perpendicular and quasi-parallel
shock, respectively. The classification of the events to the quasi-parallel and quasi-
perpendicular categories diminished the scattering of the cusp latitude to some extent,
such that events during a probably smooth magnetosheath (quasi-perpendicular events)
were not as scattered as the events during a probably turbulent magnetosheath (quasi-
parallel events). However, we conclude that the possibility of the magnetosheath fluctu-
ations affecting the cusp location must be investigated based on in situ measurements of
the magnetosheath instead of relying on the probability of the smoothness/turbulence
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of the magnetosheath based on IMF measurements only.

The IMF B, has a strong influence on the reconnection site (e.g., Luhmann et
al., 1984; Kallio and Koskinen, 2000) and thus it has an influence also to the cusp
location. We tested the IMF B, effect by classifying the 46 events once more such
that only events with a small average IMF B, were considered. During small IMF B,
the cusp is likely to be located near the local noon, and thus Polar is likely to move
through the center of the cusp. The restriction to events during which the average
of IMF B, is small reduced the scattering between the cusp latitude as a function of
the IMF B,: During southward IMF only one outlier existed and the correlation was
over 90% for both the poleward and equatorward boundaries. During northward IMF
the correlation was at best 63% on the poleward boundary (cf. Figure 7 of Paper I).
However, the average of IMF B, is small when, e.g., the IMF' B, fluctuates from a large
positive value to a large negative value, and therefore we searched for large fluctuations
of IMF B, in each event individually. The anomalous outlier during southward IMF
was the only one with largely fluctuating IMF' By, however during northward IMF there
were several events with fluctuating IMF B,. The fluctuation of the IMF B, seems to
have a larger effect on the cusp latitude when the IMF is southward than when it is
northward. The 7-nT fluctuation of IMF B, in the anomalous event influences the cusp
latitude by several degrees when the IMF is southward, yet similar fluctuation of IMF
B, during northward IMF does not shift the cusp latitude as dramatically. Therefore
we conclude that the largest source of scatter in the cusp latitude is due to both large
as well as highly fluctuating IMF B,, especially during southward IMF when the cusp is
already sensitive to the solar wind variations. Paper I further concludes that the high-
altitude cusp is located ~2° poleward of the low-altitude cusp (Newell et al., 1989). This
discrepancy is due to mapping uncertainties, which also add scatter to cusp location as
invariant latitude mapping contains systematic errors particularly when mapping from
high altitudes.

The sources of scatter in the cusp location as a function of IMF B, may include
also the cusp identification method itself and the possible effect of the previous state
of the magnetosphere, i.e., a "magnetospheric memory” effect. As these issues cannot
be addressed with the data set in Paper I, they were later dealt with in Paper III.
The effect of the different identification methods was considered by comparing the cusp
boundaries identified from Polar spacecraft potential data to cusp boundaries identified
with ion energy-latitude dispersion signature. The result was that the cusp boundary
closer to the reconnection site was more easily detected and thus more likely in the same
place in both identification methods. Therefore, for southward (northward) IMF the
particle signatures and the density enhancement are at the same place at the equator-
ward (poleward) boundary of the cusp. However, the boundary further away from the
reconnection site was more vague and thus more likely to add statistical noise to the
boundary determinations.
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2.2 MAGNETOSPHERIC SUBSTORMS

A fundamental dynamical sequence in which the magnetosphere first loads and then
unloads solar wind energy is termed a substorm. While the author has not primarily
investigated substorms, the following describes briefly the substorm sequence as it is
understood at present, because the dynamics involved in substorms are key elements in
understanding magnetospheric behavior under the solar wind driver.

McPherron (1979) defines the substorm as ”...a transient process initiated on the
nightside of the Earth in which a significant amount of energy derived from the solar
wind - magnetosphere interaction is deposited in the auroral ionosphere and magneto-
sphere.” The first model of a magnetospheric substorm (Akasofu, 1964) included two
phases, the expansion phase and the recovery phase. Later, McPherron (1970) added
a third phase, the growth phase, to the substorm sequence. Figure 2.1 depicts the
different phases. Usually, a southward turning of the IMF marks the beginning of the
growth phase. Following Dungey’s (1961) reasoning, new magnetic flux is thus being
added to the tail lobes, which both stretches the tail (Figure 2.1b) as well as moves
the auroral oval equatorward. The tail stretching can be observed by the increase of
the B, -component and decrease of the B,-component of the magnetic field as recorded
by satellites traversing the nightside magnetosphere. As the auroral oval moves equa-
torward, a quiet eveningside auroral arc mapping to the plasma sheet moves slowly
equatorward. Also the intensity of the ionospheric horizontal currents gradually in-
crease leading to a gradual increase of the AE index!.

New magnetic flux added to the tail lobes during the growth phase stretches the tail
and consequently compresses the plasma sheet (Figure 2.1b), increasing the intensity of
the duskward cross-tail current as well. At present, there are at least two competing
scenarios of what happens at the end of the growth phase. According to the near-Earth
neutral line model (NENL, e.g., Baker et al., 1996), the current sheet thinning continues
during the growth phase until it has the scale size of the thermal ion gyroradius. Under
such conditions, the ions are no longer tied to the magnetic field, and ion and electron
dynamics become decoupled, which leads to a polarization electric field that allows the
cross-tail current intensification within the center of the plasma sheet (e.g., Pritchett
and Coroniti, 1995). As discussed earlier, a thin enough current sheet may reconnect,
either spontaneously via a plasma instability (e.g., Furth et al., 1963), or as a response to
changed boundary conditions, i.e., as a response to external driving, which may include
northward turning of the IMF or reduction of the magnitude in the IMF B, component
(Lyons, 1996). Reconnection initiated within the closed field lines in the plasmasheet
leads to the disruption of the cross-tail current (Figure 2.1c), which must find a new
closure path. This is achieved, when the cross-tail current deviates along field lines
to the ionosphere creating an additional westward (duskward) current in the midnight
sector. Reconnection in the closed field lines results in plasma being injected from the
reconnection region both earthward and tailward. After all closed field lines have been
reconnected, a plasmoid is ejected tailward.

L Auroral electrojet (AE) index is computed from several roughly uniformly distributed
ground stations at the auroral region such that AE is the difference of the upper (AU) and
lower (AL) envelopes of the superposed horizontal (H) component.
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Figure 2.1. (right) a) Magnetosphere at its ”ground state”, b) growth phase and the
beginning of the expansion phase, ¢) expansion phase and dipolarization, d)

return to the ground state. (left) Time series data (arbitrary units) of AE
index, and time series data (arbitrary units) of an imaginary satellite located
in the tail.

The current disruption model (CD, e.g., Lui, 1996) has a different view on the
onset process. In the CD model, a turbulent plasma process in the near-Earth tail on
auroral field lines causes a current disruption and sets up the current wedge coupled
to the ionosphere. The near-Earth current disruption sends a tailward traveling wave,
which leads to current disruptions in multiple locations in the tail, resulting finally
in a large scale reconnection process and the launch of a plasmoid. Since the relevant
substorm-related issue pertaining this thesis, that substorms load and unload solar wind
energy, is independent of the onset model, the selection of which model better explains
the terrestrial substorms is not in the scope of this thesis.

The substorm onset is observed as a sudden brightening of the quiet arc that was
moving equatorward. The auroral forms expand poleward, eastward and westward.
Ground-based magnetometers located below the auroral oval record a sudden intensifi-
cation of the westward ionospheric current, which is seen as a sudden increase of the AE
index. A satellite traversing the tail (see Figure 2.1) records a sudden decrease of the B,
component of the tail magnetic field, since the tail undergoes a change from a stretched
topology into a more dipolar topology. Likewise, the B, component of the tail magnetic
field increases in intensity. The tail disruption also involves magnetic pulsations, which
travel along the magnetic field lines and are recorded by ground magnetometers. Fur-
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thermore, particle detectors onboard a satellite traversing the tail detect the injected
particles.

After the dipolarisation, the magnetosphere starts to slowly retain its ground state
(Figure 2.1d). A new magnetotail forms when the dipolar field stretches back to its
original form. The recovery phase can be observed from ground magnetometers, where
the AE index gradually decreases after the sharp increase during the expansion phase,
signifying that a decreasing amount of the cross-tail current closes through the iono-
sphere. The auroral forms have reached their furthest poleward position during the
expansion phase, and during the recovery phase they start to move equatorward as
the tail stretching advances. The satellites traversing the magnetotail record again an
increase of the B, component, whereas intensity of the B, component decreases.

2.3 MAGNETIC STORMS

A magnetic storm is a term given to a time period during which the global magnetic
field, as measured by low-latitude ground magnetometers, significantly decreases (e.g.,
Chapman and Bartels, 1940). The intensity of the storm can be characterized by the
minimum of the Dst index? (e.g., Gonzalez et al., 1994), such that during intense storms
the global field decreases at least a hundred nT (out of about 30,000 nT ground field
at the equator). The interplanetary causes of such long-duration (several days) global
magnetic field disturbances have been related to an intense and long-lasting southward
IMF associated with the duskward interplanetary electric field (IEF) that is the main
driver of global convection in the magnetosphere. For instance, Gonzalez and Tsu-
rutani (1987) define a southward IMF of at least -10 nT for more than 3 hours as a
sufficient condition for the development of an intense magnetic storm. Furthermore,
Gonzalez and Tsurutani (1987) associate these long-duration and intense IEF enhance-
ments either with high-speed streams or with ”solar wind density enhancement events”,
nowadays known by the term coronal mass ejections (CME). CMEs are large plasma
clouds ejected from the Sun and, characterized by intense flux-rope-like magnetic fields
and low dynamic pressures. As the CMEs often travel faster than the ambient solar
wind, a shock front develops in front of the CME. The interplanetary manifestation of
a CME is called an interplanetary CME (ICME). CMEs, particularly those associated
with a shock, are regarded as the most important drivers of strong global geomagnetic
activity (e.g., Gosling et al., 1991).

A magnetic storm consists of two or three phases: initial phase (not necessarily
in all storms), main phase and recovery phase, all identified from the time series of
the Dst index (see Figure 2.2). The initial phase, which begins with a storm sudden
commencement (SSC), is distinguished as a positive excursion in the ground magnetic
field: As the CME hits the magnetopause, the magnetopause is compressed and the
Chapman-Ferraro currents are intensified, leading also to the increase of the ground field
at the equator (Chapman and Ferraro, 1931a). The storm main phase is characterized
both by the rapid decrease of the Dst index as well as the equatorward motion of the

2Dst (disturbance storm time) index is defined as the instantaneous average of the disturbance
in the equatorial H-component at several low-latitude magnetometer stations.



26 Chapter 2: Manifestations of energy transfer: Magnetospheric dynamics

4
O
—+ %
%
—_ 50—
F
e
A 1 2 3
50— t [days]
-100 71—
1507 initial] main Y
phase| phase recovery phase

Figure 2.2. Evolution of the Dst index during a magnetic storm.

auroral ovals and occurrence of auroral intensifications and substorms. After the main
phase follows the recovery phase during which the Dst index slowly recovers to the level
preceding the storm. During the recovery phase the auroral oval returns to its nominal
position and the overall magnetic activity subsides.

Although Dst is measured on the ground and is thus affected by all major current
systems within the magnetosphere, the decrease of the ground field is mainly caused by
the enhancement of the westward flowing ring current (e.g., Singer, 1957; Turner et al.,
2001). Two distinct mechanisms for the intensification of the ring current have been
suggested. Originally Chapman (1962) suggested that magnetic storms consist of several
substorms, in which case the substorm injections are thought as the main contributors
to the ring current enhancement (hence the name substorm). This view was challenged
by e.g., Kamide (1992), who claimed that a substorm occurrence is not a necessary
condition for the development of a magnetic storm, and that the injections causing
the ring current enhancement are due to the enhancement of the convection electric
field driven by the solar wind. This view is supported by the facts that the temporal
variation of the Dst index can largely be predicted from the solar wind observations
only (e.g., Burton et al., 1975), and that the effects of particles injected and energized
by the substorms are undetectable in the Dst index (McPherron, 1997). However,
compositional observations have shown that the total energy density of the ring current
is dominated by ions of ionospheric origin (O") during the storm main phase (e.g.,
Hamilton et al., 1988; Daglis, 1997). As the abundance of ionospheric ions in the
storm-time ring current is associated with ionospheric outflows, which in turn may result
from the substorm-associated electric fields (Kamide et al., 1998), the storm-substorm
relationship is by no means a resolved issue.

Paper II investigates the chain of events starting from the Sun that led to the
development of the second largest magnetic storm in the year 2000 as determined by the
minimum of the Dst. The aim of the paper is twofold: First the solar and interplanetary
observations were carefully analyzed and secondly, these results were used in a detailed
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examination of the magnetospheric response, including the ground effects as manifested
by the geomagnetically induced currents. Paper II shows that the 6 April 2000 magnetic
storm was driven by the shock of the CME, and that the shock driver gas (the CME
ejecta) was not observed until the storm recovery phase. In fact, Paper II presents
evidence that the CME swept past the Earth and that the magnetosphere mainly resided
in the flank of the shock driven by the CME ejecta. In particular, the 6 April 2000
storm was characterized by an intense interplanetary magnetic field and unusually high
pressures, which are both likely to cause pronounced geomagnetic activity. However,
previous papers (e.g., Gosling et al., 1991) find that almost all geoeffective storms are
driven by the mutual influence of both the CME ejecta and the shock that precedes
the driver gas. Therefore, one highlight of Paper II is to demonstrate to space weather
forecasters that major magnetic storms can develop solely due to interaction with the
sheath region of a CME.

The magnetospheric response to the solar wind driver was determined by using
ground magnetometers. As the storm occurred while Fennoscandia was close to the
local midnight during the storm main phase, the Fennoscandian IMAGE magnetometer
chain was used to determine auroral activations characterized by a negative bay onset
of the horizontal ground magnetic field component. Individual magnetometer station
recordings were used to determine the direction of propagation of the auroral activa-
tions, and geosynchronous particle observations were used to determine whether there
were injections accompanying the auroral activations. The outcome was that out of
eight auroral activations only four fulfilled the characteristics usually attributed to sub-
storms, i.e., predominantly poleward and westward auroral propagation accompanied
with geosynchronous particle injections. Out of these four substorms two involved possi-
ble solar wind triggering: One occurred during a strongly oscillating solar wind pressure
at a deep minimum of the IMF B, (and thus during enhanced energy input), and the
other followed the final northward turning of the magnetic field. Furthermore, Paper I1
notes that the high-resolution Dst index (SYM-H index) does not show a correlation
to the high-latitude magnetic variations, which lends support to the conclusion that
substorms do not play a significant role in the storm evolution as determined from the
Dst index (Kamide, 1992). However, final conclusion of the storm-substorm relation-
ship requires a more through understanding of the properties and drivers of all types of
electrojet and auroral activations during storms.
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3 GLOBAL MHD SIMULATIONS

3.1 THE MHD DESCRIPTION

Plasma is a quasineutral gas consisting of free charges. Furthermore, as a collection of
charges, plasma is highly conducting, and hence electromagnetic fields control the mo-
tion and physical behavior of the plasma, particularly in typical tenuous space plasmas,
where collisions between particles are virtually nonexistent. Plasmas react collectively
to electromagnetic fields, and therefore the plasma behaves as a continuous medium.
Whereas Euler and Navier-Stokes equations govern the motion and behavior of non-
magnetized fluids (with zero and nonzero viscosity, respectively), the equations describ-
ing plasma motions need the effects of magnetic and electric fields. The set of equations
that resembles the fluid mechanical description but includes the electromagnetic effects
is called magnetohydrodynamics (MHD), largely introduced by Hannes Alfvén. In MHD
the plasma is treated as a continuous medium described by a single temperature, num-
ber density and bulk velocity. In theory, treatment of the plasma as a fluid assumes
that the length scale of interest (L) is much larger than the velocity randomizing length.
As randomizing mechanisms classical collisions, wave-particle interactions (anomalous
collisions), and Larmor motion can be relevant. In collisionless space plasmas classi-
cal collisions can be neglected, and velocity randomization is provided by wave-particle
interactions and Larmor motion.

There are two practical ways to derive the MHD equations: Either by taking veloc-
ity moments of the Boltzmann equation, or by assuming that the plasma is magnetized
gas with the electromagnetic forces added. In the latter framework, the continuity
equation of fluid mechanics (e.g., Landau and Lifshitz, 1959) is

dp

—+V. =0 3.1
5 TV (ev) =0, (3.1)
where p = nm is the mass density, m = m;+m, the mass, and v = (m;v;+m,ve)/m the
bulk velocity of the plasma; ion and electron fluids are denoted by the subscripts ¢ and
e. Eq. (3.1) implies mass conservation, and holds in MHD as it is. In fluid mechanics,
the Euler equation (Landau and Lifshitz, 1959), or the momentum equation, is given
by

d 0
pd—: = p<8;, +v- Vv> =-VP, (3.2)

where P = P; + P, is the plasma pressure. Eq. (3.2) is the equation of motion for
charge-neutral fluids; to apply it for plasmas the electromagnetic force density for a
plasma fluid element need to be accounted for. In electrodynamics, the force on a
charged particle is given by the Lorentz force qv x B, where q is charge of the particle,
and B is the magnetic field. The Lorentz force density for a plasma fluid element is
obtained by summing over n particles in the fluid element, and is given by j x B, where
j = ngv is the current density. Hence the momentum equation in MHD for a case with
only electromagnetic forces can be written as
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dv ov .
pch—p(m+v-Vv>——VP+JxB. (3.3)

In fluid dynamics the energy equation is written as

%(prﬂf) =0« C;—]; = —yPV v, (3.4)
where v is the adiabatic constant. This equation also applies to MHD as it is.

The relation between the current and electric field, the generalized Ohm’s law,
can be derived by subtracting the ion and electron momentum equations (assuming

quasineutrality as well as neglecting the electron - ion mass ratio: m./m; ~ 0)
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where P, is the anisotropic electron pressure tensor. In the ideal MHD conductivity
is assumed infinite, and therefore j/o — 0. Ideal MHD further assumes that the right
hand side of Eq. (3.5) is small, and that the Ohm’s law becomes E+v x B = 0. In the
MHD description of solar wind - magnetosphere interaction the spatial scale of interest
is typically a few thousand kilometers. In this scale, the V - P, -term is unimportant
because the electron pressure transverse to the direction of the magnetic field vary
significantly over typically tens of kilometers, because it is proportional the spatial
scales of the order of the ion inertial length \; = ¢/wp;, where c is the speed of light and
wpi is the ion plasma frequency. Furthermore, the last term in the right hand side is
significant only in the very short spatial scales, because it is proportional to the electron
inertial length (Ae = ¢/we;, a few kilometers typically in space plasmas). However, the
j X B term, the Hall term, becomes important especially in current sheets, such as at the
magnetopause and in the magnetotail. Therefore, the ideal MHD assumption is valid
in typical problems involving the solar wind and magnetosphere, with the exception of
the thin current sheets, where the Hall term is large.

MHD equations also need an evolution equation for the magnetic field, which is
obtained from Faraday’s law. Using Ohm’s law for ideal MHD, Faraday’s law becomes

0B

Ez—VxE:Vx(va), (3.6)

which is also known as the convection equation (the first term in induction equation in
Section 1.2.1). Furthermore, in MHD the Ampere’s law is used to define the current
density:

.1
_Mo

where the displacement current is neglected. Equations (3.1), (3.3), (3.4), and (3.6)
define a closed set of equations for ideal MHD.

V x B, (3.7)

There are three wave modes in ideal MHD: slow magnetosonic, Alfvén, and fast
magnetosonic waves, in the order of their propagation velocities. The Alfvén wave
propagates perturbations transverse to the magnetic field, and moves fastest along the
magnetic field. The slow and fast magnetosonic waves are compressional waves that
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require plasma compression to propagate (e.g., the bow shock is a steepened fast mode
wave). As MHD treats the plasma as a fluid, it does not reproduce any of the properties
of the individual charged particles, such as gyration around the field line. The individual
particle properties need to be handled using the plasma kinetic theory.

3.2 NUMERICAL SOLUTIONS OF MHD DESCRIPTION

Computers have enabled a new possibility to describe the Earth’s plasma environment
using numerical simulations. As the near-Earth plasma system includes both micro-
physical and macrophysical properties, an accurate numerical simulation should use a
theory that can reproduce both small and large scale plasma physics phenomena. On
the other hand, a numerical simulation should also be computationally efficient. A
global simulation of the entire solar wind - magnetosphere system based on the kinetic
theory is still beyond the capabilities of even the fastest computers, and therefore the
MHD theory provides a sufficiently suitable compromise to the numerical solution of the
solar wind - magnetospheric processes. As long as the scientific problem at hand deals
with adequately large scales (e.g., 0.5 Rg), the ideal MHD theory is largely applicable
in the near-Earth space. In particular, the solar wind, the magnetosheath, the outer tail
including the lobes and the plasma sheet are well described by the MHD simulations.
The inner magnetosphere is problematic, because the overlapping different plasma pop-
ulations with vastly different temperatures cannot be adequately modeled with a single
temperature MHD equations. Thin boundaries (such as the magnetopause) where par-
ticle kinetic properties become important, can pose a problem. However, later it is
shown that the used MHD code, GUMICS-4 (Grand Unified Magnetosphere Ionosphere
Coupling Simulation), reproduces well also the magnetopause location.

There are many advantages in using the global MHD simulations. First, they can
describe the self-consistent dynamic evolution of the entire system based on upstream
solar wind and IMF measurements only, providing an invaluable opportunity to e.g.
space weather forecasting. Second, they can be applied to the entire system in a com-
putationally efficient manner, as powerful numerical methods are available for solving
the MHD equations in a discrete grid. Third, they can provide an instantaneous picture
of the entire system, and thus they can provide a global setting for a more detailed exam-
ination, which can be complemented by observations made by Earth-orbiting spacecraft.
Fourth, in many cases detailed measurements of the system can be difficult or impossi-
ble (e.g., in the plasma environment of distant galaxies), in which case the global MHD
simulations can be used instead of measurements. While there are a number of ways to
build a functioning global MHD simulation, the following describes the method that is
used in GUMICS-4.

As the ideal MHD system conserves mass, momentum and energy, the ideal MHD
equations can be written in conservative form, where a conserved quantity in a closed
volume changes only if there is a flux of the conserved quantity through the boundaries
of the volume:

oug,
ot

+(V-F,)=0 (3.8)
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where u, is the conserved quantity and F,(u) is the flux function corresponding to .
The subscript @ = 1...8 corresponds to the conserved variables (p,p = pv,U, B), and
the corresponding equations in the conservative form are

dp
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where U is the total energy density given by
v P 1 . B (3.12)
Ty 1 Y Ty '

Eq. (3.8) indicates that the global MHD simulations are essentially numerical
solutions of discretized nonlinear partial differential equations. A particularly suitable
spatial discretization method for the three dimensional ideal MHD system is the finite
volume method (FVM), where the simulation box is divided into grid cells. FVM deals
with known cell averages

1
Ua’j (t) = ?

/ a5 (v, 1)V, (3.13)
3 Jv;

where Vj is the volume of the jth cell. In the FVM method the fluxes through cell faces
are added and subtracted from the cell averages, leading automatically to conservation
of the conserved quantities in arbitrary (even unstructured) grids.

A global MHD simulation requires a simulation box with initial and boundary
conditions. The initial boundary conditions include the dipole field in the empty space
as well as the input variables introduced from the sunward boundary of the simulation
box; outflow conditions are applied to other boundaries of the simulation box. The
introduction of the input variables leads to a Riemann problem, in which a discontinuity
of a conserved variable exists between two constant grid cells', and a solution is wanted
after a time At¢. A solution to a Riemann problem in MHD consists of seven waves
that propagate away from the discontinuity. Two of the waves correspond to the fast
magnetosonic wave, two are Alfvén waves, and two are slow magnetosonic waves. The
remaining seventh wave corresponds to the bulk velocity of the plasma and is generally
called an entropy wave. Consequently, it turns out that the MHD equations written in
the form of Eq. (3.8) define an eigensystem, with eight eigenvalues that correspond to
the seven waves and one "null” wave, whose amplitude is zero due to V- B = 0.

As the cell averages are known, the accuracy of the numerical method using FVM
depends on the method with which the flux through the cell interfaces are obtained. The
exact solution to the Riemann problem is difficult in MHD and as such it is also compu-
tationally expensive. Fortunately, there are a number of ways to obtain an approximate

IFor example, a removal of a membrane from between a high- and low-density regimes of a
volume is a Riemann problem.



32 Chapter 3: Global MHD simulations

solution to the Riemann problem. One such approximate Riemann solver is a Roe solver
(e.g., LeVeque, 1992). In the Roe solver, the nonlinear Riemann problem of Eq. (3.8) is
linearized in the vicinity of each cell face by assuming that u = u(©) +u() | where u(!) is a
small perturbation, and expanding F(u) into Taylor series. Applying only the first two
terms of the Taylor series in Eq. (3.8) leads to an eigenvalue problem, which returns the
seven eigenvalues corresponding to the MHD wave speeds. In essence, the Roe solver
therefore establishes an approximation of the different wave velocities in the vicinity of
each cell face, and this approximation is used to obtain the corresponding fluxes at the
cell faces. The fluxes at the cell faces are then used to update the cell averages of the
neighboring cells. Methods where an estimate of the cell interface flux is used to update
the cell averages of the neighboring cells are generally called Godunov-type.

The problem of the Roe solver is that it works only in one dimension (defined
usually as the z-direction), and the solutions for the other two dimensions are obtained
by rotations. Hence, each dimension is solved independently, which introduces a risk
that V-B does not remain zero. Brackbill and Barnes (1980) introduce a convenient way
to remove the divergence of B. This is called elliptic cleaning, where first B = B + V¢
is defined, after which it is required that V - B = 0. This leads to an elliptic Poisson
equation V - B = —V?2¢, which is solved and finally B is replaced with B.

A problem with the conservative form MHD equations is that the plasma pressure
P is calculated from Eq. (3.12) by subtracting the kinetic and magnetic energy densities
from the total energy density U. Particularly in plasmas where the magnetic pressure
is large compared to the thermal pressure, (8 = Pipermal/Pmagnetic <1), total pressure
may become negative, because the magnetic and kinetic energy densities together are
numerically nearly equal to the total energy density as the thermal energy density is
small. This problem is often reduced by decomposing the magnetic field into the internal
dipole field and an externally induced part, i.e., B = By + B; (Tanaka, 1994), which
allows computing the pressure from the relation

Bi

P= (7—1)<U1 - ;pv"'—wo), (3.14)

where U; is the energy density, a conserved quantity (Tanaka, 1994) related to the ex-
ternally induced part of the magnetic field B;. Furthermore, adding diffusion explicitly
prevents sometimes the formation of negative pressures, as the numerical solution to
MHD equations at sharp gradients may be unphysical due to finite spatial discretiza-
tion. For the latter reason, also grid refinement at locations of sharp gradients helps in
obtaining solutions that are numerically closer to the analytic solution. Despite of these
precautions implemented also in GUMICS-4, the Roe solver can sometimes produce
negative pressures or densities corresponding to one or more of the seven eigenmodes
of the Riemann problem. Namely, if there is a jump in B, in the one-dimensional z-
directed Roe solver, then V - B # 0, which may lead to unphysical solutions of MHD
equations including negative pressures. In GUMICS-4, in this situation the Roe solu-
tion at that cell interface is replaced by a Harten-Lax-van Leer (HLL) solution of the
Riemann problem, where the seven intermediate states corresponding to seven MHD
waves are replaced by one average of the left and right states, and as an average it is
also always positive if the neighboring states are positive (Janhunen, 2000). Janhunen
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(2000) proved that the positivity of the neighboring states is guaranteed also in the
case of a jump in B, if one adds a source term relative to V - B to the Faraday’s law.
In practice, the Roe solver works in almost all of the hundreds of thousands of cells in
GUMICS-4, and the HLL method is needed typically only in less than 1% of the cell
interfaces.

It is possible to define an order of the numerical method by defining the difference
between the exact and computed solutions. The method used in GUMICS-4 is first order
accurate both spatially and temporally. A usual problem of first order schemes is that
they give smeared solutions at local discontinuities due to numerical diffusion. As any
numerical method calculates the cell average using the cell averages of the neighboring
cells, near discontinuities there always exists numerical diffusion due to nearby cells.
A more refined grid resolution usually diminishes the numerical diffusion. However,
in Godunov-type methods there is no smearing unless the discontinuities are moving.
Furthermore, the solution at discontinuities in the first order method used in GUMICS-
4 is one of the sharpest among the first order schemes in general (LeVeque, 1992). On
the other hand, a usual problem of the second order schemes is that while the solution
is sharper at the discontinuity, the solution oscillates near the discontinuities, and may
even lead to negative densities or pressures. This may be even a worse problem than
smeared discontinuities in some cases, since the erroneous oscillation of the solution may
lead to erroneous physical interpretations.

3.2.1 GUMICS-4 MHD simulation

GUMICS-4 (Janhunen, 1996) is a global MHD simulation, which solves the MHD equa-
tions in the conservative form of Eq. (3.8) in the solar wind and in the magnetosphere.
The MHD simulation box in the X direction reaches from 32 Rg to -224 Rg, the Y
and Z directions reach 64 Rp. In the near-Earth region the MHD simulation box is
limited by a 3.7 Rp spherical shell, which maps along the dipole field to approximately
60° in magnetic latitude. The grid in the MHD simulation box is a Cartesian octogrid,
and it is semi-automatically adaptive indicating that whenever the code detects spatial
gradients, the grid is refined. The grid refinement is called semi-automatic because the
refinement depends on location, such that in the near Earth region the grid is more
easily refined than further away from the Earth, where one wants to avoid too accurate
calculation and save computation time. Furthermore, the code uses subcycling (vari-
able time step) to save computation time (Janhunen et al., 1996). The time step varies
with the local travel time of a fast magnetosonic wave across a grid cell, and thus it

obeys the Courant-Friedrichs-Lewy condition?

. The largest time step has been set to
1 s. Solar wind input variables (T, p, v, B) are treated as boundary conditions in the
sunward wall of the simulation box; outflow conditions are applied on other walls of the
simulation box. A dipole is placed in the origin. Initially, a mirror dipole sunward of
the Earth’s dipole is implemented to obtain a ”seed” magnetopause, however, it does

not affect the calculation in any way.

2CFL condition: the time step must be smaller than the travel time at which information is
transferred within the simulation grid cell.
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The MHD magnetosphere is coupled to a high-resolution ionosphere. The ideal
MHD equations are not applicable in the resistive ionosphere, and therefore the iono-
spheric domain uses electrostatic equations. The ionosphere is a spherical shell at an
altitude of 110 km (from the surface of the Earth), which is mapped to the magneto-
sphere using dipole field lines. The region between the ionosphere and the 3.7 Rg shell
is a passive medium, which only transmits electric effects, and where no currents flow
perpendicular to the magnetic field. A triangular finite element grid of the ionosphere
is fixed in time, although refined to ~100 km spacing in the auroral oval region.

Figure 3.1 presents the general structure of GUMICS-4. The magnetosphere de-
livers the field-aligned currents jj and the electron precipitation to the ionosphere. The
precipitating electrons are assumed to originate from a Maxwellian distribution from
the magnetosphere. The energy flux of precipitating electrons €,... is calculated by
setting the ratio of parallel and perpendicular temperatures T} /7", = 1 and the parallel
potential drop to V' =0 in Eq. (12) of Janhunen and Olsson (1998), yielding

2

TMe

n T3/ (3.15)

€prec =

where m, is electron mass and electron temperature 7, is calculated from the ion tem-
perature of the MHD fluid by assuming 7. = 7;/5 (a user-defined option). As the
electrons precipitate into the ionosphere they collide with atmospheric particles causing
ionization. Furthermore, solar UV causes ionization in the dayside ionosphere. There-
fore electron precipitation and UV radiation from the Sun are treated as sources in the
calculation of the ionospheric electron density n, which in turn is eventually calculated
in 20 nonuniform altitude levels in the three-dimensional ionospheric grid as
on

a = Q(XM T7 V) - 01712, (316)

where « is the recombination rate and Q(xp,T, V'), which depends on the used atmo-
spheric model, is a precomputed function of the loss cone filling rate x € [0, 1], source
plasma mass density p and temperature 7', and the parallel potential drop V', which is
assumed zero (Janhunen, 1996).

The ionospheric electron density is used in the calculation of the local height-
integrated Pedersen and Hall conductivities (Xp and X g, respectively)

ZP,H :/thRH(Z)TL (3.17)

where Fp r(2) are coefficients for the Pedersen and Hall conductivities, respectively, and
depend only on the ionospheric height profile of the atmospheric model (Janhunen and
Huuskonen, 1993). The horizontal current distribution in the ionosphere is calculated
from the height-integrated Pedersen and Hall conductivities and the field-aligned current
distribution jj is determined from the ionospheric height-integrated Ohm’s law and
ionospheric current continuity (e.g., Bostrom, 1974)

I, =YpE+Yyb x E, (3.18)

Jy=-V-1I. (3.19)
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Figure 3.1. The structure of GUMICS-4 (not to scale).

where I, is the ionospheric height-integrated horizontal current density, E is the iono-
spheric electric field, and b is the magnetic field unit vector. Together Egs. (3.18) and
(3.19) yield

SpV2i0 + VEp - VO —b - VEy x VO = jj (3.20)

which is an elliptic boundary value problem for the ionospheric potential ® (Janhunen
and Huuskonen, 1993). Once the ionospheric potential is known, it is mapped back
to the 3.7 Rg shell, where E x B is computed and used as a boundary condition for
the MHD equations. The ionospheric feed-back loop is calculated once in every four
seconds.

Figure 3.2a shows the plasma density color-coded in the GUMICS-4 simulation.
The bow shock, the magnetosheath, and the magnetopause are clearly visible, as are
the tenuous tail lobes and the denser plasma sheet. Figure 3.2b shows the ionospheric
Hall conductivity at the same instant of time. The dayside conductivity enhancement
due to solar UV is visible along with the auroral oval, with a maximum conductivity
enhancement on the nightside due to the magnetospheric electron precipitation.

3.2.2 GUMICS-4 relative to other global MHD simulations

Currently, there are less than ten functioning global MHD codes in the world designed
specifically to solve the solar wind - magnetosphere - ionosphere system. Of these,
GUMICS-4 is the only one in Europe. Studies similar to those presented in this thesis
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Figure 3.2. a) The density color-coded in the GUMICS-4 global MHD simulation box
at the noon-midnight meridian. b) The ionospheric Hall conductivity in the
Northern Hemisphere in the GUMICS-4 simulation.
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have been carried out with e.g., Lyon-Fedder-Mobarry code (LFM, Fedder et al., 1995a;
Fedder and Lyon, 1995; Mobarry et al., 1996), the BAT-R-US code (Powell et al., 1999),
and the Geospace General Circulation Model (GGCM, e.g., Raeder et al., 1995). While
the implementation of different codes vary to some extent, in general the solar wind
and the magnetosphere are described with ideal MHD equations, and the ionosphere is
in most cases electrostatic solving the potential distribution in the ionosphere, which
couples to the magnetosphere via field-aligned currents. In the outer magnetosphere,
the dynamics are often reproduced quite reliably, as verified by comparisons with in situ
spacecraft measurements, while the inner magnetosphere still poses problems, because
the overlapping ring current and plasmasphere plasmas cannot be correctly represented
by the single-fluid MHD description (e.g., Pulkkinen et al., 1998).

While the current global MHD codes use different computational schemes for solv-
ing the MHD equations, the results in the magnetosphere (MHD domain) are often
quite similar. Typically the boundary conditions as well as the grid implementation
vary; for example, most of the global MHD codes limit their inner boundary of the
MHD domain to 2-4 Rg distance in order to save computation time. In GUMICS-4,
the computational efficiency is further improved in the MHD domain as the code uses
subcycling, which is currently not used in other global MHD simulations of the solar
wind - magnetosphere - ionosphere system. Furthermore, most of the current MHD
simulations use fixed grids in the MHD simulation box, although the grids are typically
refined in the near Earth region (e.g., Fedder et al., 1995a). Powell et al. (1999) intro-
duce a code with an adaptive grid; however, the adaptation is implemented in blocks
rather than cell-by-cell as in GUMICS-4.

The implementation of the ionosphere in GUMICS-4 is different from other codes
currently in use. Differences appear for example in the calculation of the ionospheric
conductivity, which is not typically computed in the manner presented above. Instead,
the conductivity due to precipitation is typically assumed to originate from a ”diffuse”
and ”accelerated” sources of precipitation (e.g., Fedder et al., 1995b; Raeder et al.,
1998). The "diffuse” precipitation is typically calculated by making assumptions on the
precipitation electron flux and characteristic energy, after which the height-integrated
Pedersen and Hall conductivities are calculated using e.g., empirical formulation of
Robinson et al. (1987). The ”accelerated” precipitation source is due to a parallel
potential drop in regions of upward field-aligned currents. As the the ionospheric grid
is in any case too coarse to capture the discrete arcs (scale sizes typically of tens of
kilometers) GUMICS-4 sets the parallel potential drop to zero and does not attempt
to include discrete arc physics. GUMICS-4 reproduces typical values for ionospheric
conductivities as compared to e.g., Kamide and Baumjohann (1993). However, the
GUMICS-4 polar cap potential difference is typically a few tens of percents lower than
what is observed. In contrast, other global MHD simulation codes typically give polar
cap potential differences about twice the observational value (e.g., Slinker et al., 1999).
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3.3 CUSP AND MAGNETOPAUSE IN MHD

Paper III investigates the cusp and magnetopause locations in the GUMICS-4 simula-
tion. Although the MHD description does not include the characteristic charged particle
processes within the cusp, a global simulation can be used to monitor the cusp at all
times at all locations, allowing for parametrization of the cusp behavior as a response to
solar wind and IMF variations. Furthermore, in the simulation the cusp response to one
solar wind parameter can be investigated while keeping the other parameters constant.
If the code performance pertinent to the cusp is verified, the cusp properties in response
to different solar wind conditions in the simulation can give important information that
is observationally difficult to obtain.

Although there are no particles in MHD, the various characteristics that are used
in the cusp identification from satellite observations can still be distinguished. The
last closed field line giving the equatorward edge of the cusp can be found from the
simulation. In the MHD simulation the cusp is a region of enhanced pressure, which
indicates that there is a surrounding pressure gradient and thus current to maintain
pressure balance according to the equation j x B = VP. The current results from B1
according to Ampere’s law, and as the field is in the opposite direction to B, the cusp
diamagnetic effect in the MHD simulation can be perceived. The quantity which most
directly corresponds to the idea of diamagnetic depression is |B| — |By|, that is, the
amount by which the field magnitude is weakened by the presence of plasma. Paper II1
notes that the first-order energy density U; appears as a sharp maximum in the cusp
region. The total energy density in MHD given by Eq. (3.12) is dominated by the dipole
term B2, and therefore a quantity U (given by Eq. (11) of Paper III) from which the
dipole energy has been subtracted gives the energy density related to the solar wind
- magnetosphere interaction. Paper III identifies the cusp from five parameters: 1)
ionospheric footprint of the open-closed field line boundary (OC-boundary), 2) |B| —
IBg|, 3) |B1| = |[B — Bg|, 4) Uy, and 5) U. Items 2-5 were collectively termed as
plasma proxies of the cusp, and they represent the high-altitude cusp because they were
determined as locations of the variable maxima at a spherical 7 Rg shell. In contrast,
the OC-boundary represents the low-altitude cusp. In Paper III the cusp location was
investigated as a function of the IMF B, and the solar wind ram pressure pg. Therefore,
four synthetic events were run, two with variable IMF B, with small and large pg and
two with variable pgy with positive and negative IMF B,.

Due to its relatively simple identification from both observations and global sim-
ulations, the magnetopause location and shape has been noted in several simulation
studies (e.g., Ogino, 1986; Fedder et al., 1995a). However, quantitative and systematic
investigations of the magnetopause position in MHD simulations and its dependence
on the solar wind are still rare. Although both cusp and magnetopause positions are
widely studied observationally, and many empirical models exist to forecast the mag-
netopause position (e.g., Shue et al., 1998), it is relevant to study the magnetopause
position systematically from the global MHD simulation, e.g., for code verification pur-
poses. Because observationally the subsolar magnetopause position depends both on
the IMF B, and py (Shue et al., 1998), the four synthetic events carried out with the
intention to study the cusp location as a function of the solar wind parameters were
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also used to investigate the subsolar magnetopause position. The magnetopause was
identified using two methods: 1) the OC-boundary, which is the subsolar extent of the
same field line mapped to the ionosphere and used as the cusp OC-boundary, and 2)
the maximum of the duskward magnetopause currents (j,) along the Sun-Earth line.
The magnetopause location inferred from these two parameters were also compared to
an empirical model by Shue et al. (1998).

3.3.1 Code verification

The cusp equatorward edge from the data set in Paper I was compared to the OC-
boundary obtained from GUMICS-4. Figure 7 of Paper III shows that during southward
IMF the observations are in quantitative agreement with the OC-boundary obtained
from GUMICS-4: At a given southward IMF the OC-boundary from the simulation
appears at the same latitude as is observed in Paper 1. Furthermore, the amount (in
degrees per nanotesla) by which the cusp moves equatorward as IMF B, becomes smaller
in the simulation is the same as is observed in Paper I. However, during northward IMF
the Polar data set places the cusp to lower latitudes as compared to the GUMICS-4
OC-boundary, which represents the equatorward edge of the cusp in the simulation.
If we assume, as it is likely, that the Polar observations of the cusp do not lie in the
closed field line region, there is a discrepancy between the MHD OC boundary and
the observed open-closed field line boundary during northward IMF. Furthermore, the
plasma proxies appeared equatorward of the OC-boundary during northward IMF in the
simulation. Paper III discusses about this problem and notes that the plasma proxies
may not be a proper representation of the cusp during northward IMF. Based on the
comparison to the Polar observations in Paper I, conclusions about the cusp location in
the simulation can be made of events during southward IMF only.

3.3.2  Results: Cusp and subsolar magnetopause location in MHD

The four synthetic runs clearly revealed the following issues pertinent to the cusp dy-
namics during southward IMF":

1. The cusp shifts equatorward as the magnitude of the southward IMF increases.
This result is consistent with a large number of statistical observational studies
(e.g., Newell et al., 1989).

2. The high-altitude cusp shifts equatorward as the solar wind ram pressure increases.
This result is consistent with the observational results of Paper I.

3. The low-altitude cusp is almost stationary as function of increasing ram pressure.
This result is consistent with observations (e.g., Newell and Meng, 1994).

In MHD the magnetopause location is determined from the pressure balance be-
tween the dipole field and the solar wind pressure. As in the magnetosphere the mag-
netic field B o< 2 and in the solar wind pg o< B?, the expected magnetopause distance
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is proportional to the solar wind dynamical pressure as pgl/ 6 Im reality, the mag-
netopause erosion due to imbalance of tailward magnetic flux transport triggered by
dayside reconnection and sunward magnetic flux transport triggered by nightside re-
connection must also be considered, and therefore the empirical models also include the
IMF B, as a parameter determining the magnetopause location (e.g. Shue et al., 1998).
The subsolar magnetopause position studied in Paper III reproduces both effects. The
magnetopause distance varies with pgl/ 6 during both northward and southward IMF.
Furthermore, during southward IMF the magnetopause erosion is captured with the
magnetopause moving earthward with increasing southward IMF in both identification
methods. During northward IMF the magnetopause from j, currents is stationary but
the magnetopause from the OC-boundary is slightly moving earthward, such that the
magnetopause from the OC-boundary is furthest away from the Earth around zero IMF.
As mentioned above, there might be a discrepancy between the OC-boundary in the
simulation and in reality during northward IMF, and therefore the earthward motion
of the OC-boundary during increasingly northward IMF has to be interpreted with
care. The magnetopause position from both identification methods also compares well
with the empirical model of Shue et al. (1998). The results obtained from the four
synthetic events regarding the subsolar magnetopause position are consistent with our
previous studies (Janhunen and Palmroth, 2001; Palmroth et al., 2001), which further
supports the conclusion that at least during southward IMF the dayside boundaries in
the GUMICS-4 simulation are in agreement with observations.
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4 ENERGY TRANSFER AND DISSIPATION

Because almost all dynamical processes within the magnetosphere are ultimately driven
by the solar wind energy, the energy coupling process between the solar wind and the
magnetosphere has gained a substantial interest in the past few decades (e.g., Aka-
sofu, 1981). Lacking quantitative measurements, the energy input estimates have been
deduced from the practical assumption "What goes out must come in”, i.e., the in-
put estimates have been scaled using estimates of the different energy sinks within the
magnetosphere and the ionosphere. These correlative studies have produced several cou-
pling functions, e.g., v Bsousn (Burton et al., 1975), which is the duskward interplanetary
electric field that has been found to be closely correlated with magnetic activity (e.g.,
Gonzalez and Tsurutani, 1987). One of the most widely used experimental coupling
functions is the e parameter (Akasofu, 1981) given by (in SI units)
€= ZUBQZ% sin4(g), (4.1)
where v is the solar wind bulk speed, B is interplanetary magnetic field, 6 is the angle
between the IMF direction projected onto the yz plane and the dipole axis (clock angle,
given by tanf = B,/B.), and ly is an empirically determined scaling factor, which
usually has been taken to be 7 Rp. While deriving €, Akasofu (1981) considered three
channels to which the solar wind energy is distributed: The ring current (assumed to
be the largest sink), the Joule heat caused by the ionospheric closure of field-aligned
currents, and the energy left in the ionosphere by the collisions between the precipitating
and atmospheric particles. As no reliable measurements were available, the energy
deposited through these processes was estimated using the Dst and AE indices. The
free parameter [y was then fixed so that the total value of € equaled the summed energy
in the three magnetospheric sinks. Akasofu (1981) defined that a substorm develops
when € exceeds ~10'" W, and values exceeding ~10'? W lead to a magnetic storm.
Global energy budget studies have decreased the relative importance of the ring
current as the major energy sink (e.g., Knipp et al., 1998; Lu et al., 1998). Tradition-
ally, the ring current particle energies are estimated from the Dessler-Parker-Sckopke
equation, which relates the energy of the ring current particles to the Dst index (Dessler
and Parker, 1959; Sckopke, 1966), and is given by
o Wre

Dst = ABrc = —— ,
27 BQR%

where Wgre is the total energy of the ring current particles and By is the surface magnetic

(4.2)

field at the equator. Using this formulation, Knipp et al. (1998) estimated that the ring
current was the largest sink only at the start of the storm main phase, and thereafter the
ring current consumed only about 20% of the total energy distributed among the ring
current and the polar ionosphere. Lu et al. (1998), using the same method, estimated
that on average ~30% (120 GW out of 400 GW) of the total energy distributed in
the ring current and the polar ionosphere is consumed by the ring current. However,
relating the Dst index to the ring current energy can be problematic as the Dst index
includes also other effects (such as ground induction and other magnetospheric current
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systems), which should be accounted for in the analyses. The recent estimate is that
about half of the Dst depression is caused by the ring current particles (Turner et
al., 2001). Therefore, recently attempts have been made to estimate the ring current
energy content using in situ measurements. Assuming a constant ring current volume
and using Polar satellite particle measurements of the ring current, Pulkkinen et al.
(2002) estimated that about 0.5-10'® J, less than half of the simultaneously estimated
Joule heating energy, resided in the ring current during a 3-day storm period in May
1998.

Tonospheric Joule heating, calculated as j - E, is caused by ohmic heating resulting
from the closure of the field-aligned currents with a component along the ionospheric
electric field. The atmosphere is first felt by the heavier ions, which start to collide with
the atmospheric particles and deviate from the E x B drift direction towards the direction
of the ionospheric electric field pulling the randomly walking ions. This results in a net
Pedersen current (in the direction of the electric field), and consequently the power
consumed in the process produces Joule heat. Observationally, the energy converted to
Joule heat is difficult to estimate globally, while locally it can be derived for instance
using ionospheric incoherent radars (e.g., Fujii et al., 1999), which can also account for
the effect of the neutral winds on the Joule heating, as j-E =j-E' —j- (U x B), where
E' = E+UxB, and U is the neutral wind field. Assuming that the contribution from the
neutral winds is small, the Joule heating becomes opE?. Therefore, estimates of global
Pedersen conductivity maps based on satellite measurements (e.g., Spiro et al., 1982)
or combined radar and ground magnetic field measurements (e.g., Ahn et al., 1983a),
together with estimates of the global electric field maps can be used to estimate the
global Joule heating rate. As both quantities depend on the level of magnetic activity,
correlation analyses have yielded proxies for the Joule heat based on the AE index (e.g.,
Ahn et al., 1983b). However, the AE index-based methods are only as good as the
ability of the AE index to describe the temporal and spatial variations of the Pedersen
currents not only within the auroral regions but in the polar cap as well. As the AE
stations are located at high latitudes, the true intensity of the auroral electrojets is not
recorded, particularly during major storms when the auroral oval moves significantly
equatorward. Furthermore, the Joule heating can be approximated using global models
that use all available measurements in an assimilative way, such as the assimilative
mapping of ionospheric electrodynamics (AMIE) procedure (Richmond and Kamide,
1988).

Currently it is thought that at least half of the input energy is dissipated in the
polar ionosphere, both during storms (e.g., Lu et al., 1998) and substorms (e.g., Tanska-
nen et al., 2002). Of the ionospheric energy sinks, Joule heating is thought to dissipate
more energy than the electron precipitation. Lu et al. (1998) ran a moderate storm
(Dst minimum -85 nT) through the AMIE procedure (Richmond and Kamide, 1988)
and concluded that on average about 50% (190 GW out of 400 GW) of the summed
power distributed to the ring current and the ionosphere was consumed by the Joule
heating. Knipp et al. (1998), also using the AMIE technique, estimated that roughly
60% of the summed ring current and ionospheric power was consumed by Joule heating
during a prolonged storm period (Dst minimum -100 nT) lasting as long as 8 days. Note
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that the above percentages are obtained by comparing to the total amount of energy of
the ring current and the polar ionosphere, not relative to the input. Utilizing a large
substorm data set and inferring the Joule heat using the method of Ahn et al. (1983b),
Tanskanen et al. (2002) estimated that about 30% of € is dissipated by the Joule heat-
ing during non-storm substorms, whereas during stormtime substorms the fraction of €
consumed by the Joule heating is ~25%.

In contrast to the Joule heating estimates, the energy deposited in the ionosphere
by the precipitating particles can be globally derived using direct measurements: Global
images record light emitted by atmospheric neutrals after collisions with precipitating
magnetospheric particles. Locally the precipitating particles and the associated energy
flux can be measured directly by low-altitude satellites. However, based on global images
from the Polar spacecraft, Ostgaard et al. (2001) introduced a method to derive the
global energy deposition maps caused by electron precipitation over a wide energy range.
To generalize the result, Ostgaard et al. (2002) correlated the energy deposited by the
precipitating electrons with the AL and AE indices. However, as already noted, the AE-
based proxies are capable of giving the energy deposition estimates only in the regime
where the AE index describes the ionospheric processes sufficiently well. Problems are
to be expected during major storms when the auroral processes move to lower latitudes,
or during times when the ionospheric processes occur at locations of large spatial gaps
between the AE stations (such as Siberia). Furthermore, also other proxies based on
radar and ground magnetic field measurements giving the precipitation energy as a
function of the AE index exist (e.g., Ahn et al., 1983b). Both Knipp at al. (1998) and
Lu et al. (1998) concluded that on average 20% of the summed ionospheric and ring
current energy is consumed by precipitating electrons.

Other than the three above listed energy sinks, energy is consumed in the magne-
totail, as plasma sheet heating and the plasmoid release. Based on Geotail spacecraft
measurements, leda et al. (1998) estimated that the plasmoid carries about 2:10'4 J
from the magnetosphere back to the interplanetary space. Furthermore, leda et al.
(1998) estimated that the total energy consumed in the magnetotail during a substorm
can be 10'° J, a figure comparable with the Joule dissipation during a substorm (Tan-
skanen et al., 2002). Hence, e.g., Koskinen and Tanskanen (2002) argue that the tail
effects should be included in the energy input estimates when determining the scaling
factors for parameters such as e.

4.1 ENERGY TRANSFER IN MHD

As mentioned earlier, the global MHD simulations can provide invaluable insight in
problems that are either difficult or impossible to be solved observationally, within the
limitations of the ability of the MHD equations to describe physical phenomena in the
near Earth space. Quantitative evaluation of the global energy input from the solar
wind to the magnetosphere is a prime example of such a problem. Locally, the energy
transfer rates can perhaps be inferred using satellite observations, but it is not straight-
forward to generalize a local result to hold on the entire magnetopause as the conditions
can change considerably over the large region involved. Furthermore, considering that
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reconnection is the dominant energy transfer mechanism, the energy input through the
magnetopause is a strong function of location. For these reasons, in Paper IV the
GUMICS-4 global MHD simulation is used to estimate quantitatively the global energy
input to the magnetosphere. Furthermore, Paper IV addresses the question of where
the energy transfer takes place at the magnetopause surface.

Several steps are required to compute the total energy input to the magnetosphere
in the simulation: First, a definition of the magnetopause is needed to determine the
coordinates of the magnetopause location. Second, the local orientation of the magne-
topause has to be determined; this is accomplished by defining the normal (unit) vector
n for each of the magnetopause surface elements defined by the surface coordinates.
Third, the total energy flux K, defined by

B? 1
K=(U+P—-—|v+—EXxB, (4.3)
210 Ho

needs to be evaluated from the simulation results in the center of each surface element.
Taking the dot product of the simulation total energy flux and the normal (unit) vector
of the surface element gives the component of the energy flux perpendicular to the
surface element. Finally, when the perpendicular energy flux is multiplied by the area
of the surface element dA, one gets the total energy that has penetrated the surface
element, namely

dEgiement = dAK - . (4.4)

By integrating over the surface elements, the net power E, through the surface is cal-
culated as

Es = /dEelement~ (45)

The most critical feature of the energy input calculation in this method is the de-
termination of the magnetopause location. Overall, GUMICS-4 results have shown that
the magnetopause position is well-determined (Janhunen and Palmroth, 2001; Palm-
roth et al., 2001). While Paper III identifies the magnetopause from the j, current
maximum and the OC boundary, a different approach is used in Paper IV, where the
magnetopause is determined from the boundary of the void of solar wind streamlines
which is formed when the streamlines bend around the magnetosphere. Methods using
spatial derivatives (e.g., the location of the density gradient) were not used because
they are strongly dependent on the grid resolution, which is severely decreased in the
distant tail region making the boundary determinations ambiguous. The flow line map-
ping, which is a method using an integrated variable, is not so dependent on the grid
resolution and therefore it yields a sufficiently smooth surface also in the distant tail
region; this was clearly demonstrated when the different methods were tested.

4.1.1  Code verification

The 6 April 2000 storm event, described in Paper 11, was simulated with the GUMICS-4
code (see animation 1 in Appendix CD). To verify the code performance, the 6 April
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2000 storm simulation results were compared with in situ satellite measurements, as
shown in Figures 2 and 3 of Paper IV. At Geotail orbit in the magnetosheath the
GUMICS-4 results reproduced the magnetic field variations quite reliably both in large
and small scales, although differences with in situ measurements were also noted. A
possible reason for the differences was the constant dipole tilt of the simulation, which
affects the alignment of the magnetosphere and therefore can place the Geotail orbit
in the solar wind in the simulation (see animation 2 in Appendix CD), while in reality
Geotail did not leave the magnetosheath during the CME sheath passage. At the GOES-
8 geosynchronous orbit, the large scale variation of the magnetic field was quite well
reproduced, considering that the global MHD simulations in general have problems in
modeling the overlapping different plasma populations in the inner magnetosphere (e.g.,
Pulkkinen and Wiltberger, 2000). Furthermore, also the small-scale variations of the B,
component in the simulation was shown to correspond to observations. As the energy
input calculation is most critically dependent on the magnetopause location, it was
specifically noted in Paper IV that the short magnetosheath encounter of GOES-8 was
captured within one grid spacing (see animation 3 in the Appendix CD). Furthermore,
as Figure 4 of Paper IV shows, the subsolar magnetopause location was consistent with
the empirical model of Shue et al. (1998).

4.1.2  Results: Total energy through the magnetopause in MHD

Examples of the magnetopause surfaces identified with the method described in more
detail in Paper IV can be found from the Appendix CD. Figure 4.1a shows the net
energy through the surface as a time series. The error bars in Figure 4.1a are obtained
by calculating the net energy through a 5% larger and smaller surface and thus they
account for errors related to the magnetopause location determination. 5% was taken to
represent the error fluctuation, because it is close to the smallest grid size with respect
to the subsolar magnetopause distance in this simulation run. Furthermore, a larger
percentage was not used to avoid the risk of placing the surface inside the 3.7 Rg shell
at the dayside, where the magnetopause is significantly compressed for the most part
of the storm simulation. Major part of the total transferred energy was in the form
of Poynting flux. As noted in Paper IV, the energy input through the magnetopause
increases rapidly after the SSC (cf. Figure 1 of Paper IV) and stays enhanced during
the main phase of the storm when the IMF is southward; after the northward turning
of the IMF the energy input starts to decrease. Comparing with Figure 7 of Paper IV,
the time series of the total energy through the surface is surprisingly similar to the e
parameter. However, also differences appear, particularly at the time of the SSC. These
differences are most probably due to the solar wind pressure that also affects the energy
input (Scurry and Russell, 1991), a parameter that is highly enhanced during this event
(Paper II), and is present in € only through the solar wind bulk speed. Figure 4.1b shows
the net energies through the 5% larger and smaller surfaces relative to the net energy
through the obtained surface (red curve in 4.1a). Figure 4.1b indicates that the relative
error of the 5% larger and smaller surfaces compared to the net input energy is small
during the storm main phase, whereas fluctuations of the relative error appear at the
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Figure 4.1. a) Total energy through the magnetopause surface in the GUMICS-4 sim-
ulation calculated using Eq. (4.5). Error bars correspond to total energies
calculated on 5% larger and smaller surfaces using the same technique. b)
Difference of the net energy calculated on the 5% larger (red) and smaller
(blue) surfaces relative to the net energy on the obtained surface (red curve
in Figure 4.1a).

SSC (around 16 UT) and during the recovery phase (00-07 UT on April 7, 2000). The
fluctuations of the relative error are most probably due to the surface motion: Owing
to the continuous forcing of the solar wind during the main phase the surface is more
stationary than during the recovery phase, during which the surface is more mobile (cf.
animation 4 in Appendix CD). However, as the relative error of the main phase energy
input is at most under 10%, the energy input calculation from the simulation is argued
to be sufficiently reliable.

It is quite surprising that the time variation of power Es and € is so similar, be-
cause as an instantaneous function of point measurements of the solar wind and IMF
parameters, the time variation of ¢ does not necessarily have anything to do with FEj
which is a measure of the total energy transferred through the magnetopause in time.
Naturally, E; is larger than e, because it includes also the energy that goes through
the system, while € was scaled to the energy dissipated in the inner magnetosphere and
ionosphere. Due to its functional form, € has been related to the upstream Poynting flux,
although in this case only the perpendicular component of the magnetic field should be
used in equation (4.1). However, the solar wind itself carries very little energy with the
Poynting flux as compared to the energy carried by the bulk flow. On the other hand,
in the magnetosheath the bulk flow energy is almost tangential to the magnetopause,
and therefore is not likely to enter into the magnetosphere. Furthermore, in the magne-
tosheath the magnetic field is compressed and the solar wind speed is decelerated, and
therefore v and B are not the same as the solar wind parameters used in the calculation
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of €. Therefore, as pointed out by Koskinen and Tanskanen (2002), it seems a lucky
coincidence that the € parameter, calculated from the solar wind parameters and resem-
bling the Poynting flux, predicts the magnetospheric energy output so efficiently (e.g.,
Lu et al., 1998). As e and E, are so similar, it seems evident that the Poynting flux is
the controlling factor of the energy transfer into the magnetosphere, as originally put
forth by Akasofu (1981). However, the reason for this is that the solar wind Poynting
flux focuses toward the magnetosphere (Walker et al., 1993; Papadopoulos et al., 1999).

4.1.3  Energy transfer locations in MHD

The method of calculating the net energy through the magnetopause in MHD allows
further the investigation of where on the magnetopause surface the energy transfer takes
place and how does the location of energy transfer depend on the ambient solar wind
parameters. Paper IV divides the magnetopause surface into four sections to investigate
the energy transfer distribution along the tail, and further into six sectors to investigate
the azimuthal energy transfer distribution. Paper IV revealed that the bulk of the energy
input occurs on the surface earthward of -10Rg, which is natural when considering
that the energy transfer may take place everywhere on the open field line between the
dayside and nightside reconnection regions. Furthermore, Paper IV revealed that the
energy transfer is concentrated into those sectors that are aligned with the IMF direction
projected onto the yz plane. Figure 4.2 illustrates the azimuthal energy transfer during
the different phases of the storm: Each diagram is an average of the azimuthal energy
transfer during each phase of the storm, and the size of the colored area in each sector
is proportional to the energy transfer in that sector, such that all sectors are normalized
to 7000 GW (the outermost circle). The tip of the red arrow gives the average clock
angle direction, the red arrow itself gives the IMF direction projected to the yz plane.
Figure 9 of Paper IV shows that during the SSC and the main phase the clock angle
was not fluctuating and hence it remained predominantly in one sector, but during the
recovery phase the clock angle fluctuated between two sectors (240°-360°). Therefore
the average of the clock angle is a good indicator of the IMF direction projected onto the
yz plane only during the SSC and main phases. From Figure 4.2 it is clear that the IMF
direction projected onto the yz plane determines the energy transfer sectors: Paper IV
suggested that this is due to the Poynting flux focusing in the direction of the IMF
(e.g., Papadopoulos et al., 1999). If no focusing of the solar wind energy transfer would
occur, the sectors would show an even amount of transferred energy. The recovery phase
energy transfer is problematic: Although the average clock angle is directed into the
sectors where also most of the energy transfer takes place, the fluctuation of the clock
angle was strong during the storm recovery. Therefore, the Poynting flux focusing may
not play a major role in the energy transfer during northward IMF, and consequently
Paper IV suggests that reconnection site location may have a stronger effect on the
azimuthal distribution of the energy transfer during northward IMF.
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Figure 4.2. Averages of energy transfer distributed to different sectors during the
SSC (1640-1700UT), main phase (1740-0030UT), and recovery phase (0030-
0655UT). Sector energies are given in gigawatts and the values are normalized
to 7000 GW (outermost circle). The red arrow gives the IMF direction pro-
jected onto the yz plane and the tip of the arrow gives the average clock angle
during each phase.

4.2 ENERGY DISSIPATION IN MHD

In Paper V the scope of Paper IV is expanded further to cover the evaluation of the
energy that is consumed within the ionosphere by Joule heating and electron precip-
itation. Simulations of two events are examined: the storm on 6 April 2000, and a
substorm that occurred on 15 August, 2001. The code performance during the April
2000 storm was verified with in situ data comparisons in Section 4.1.1; in situ data com-
parisons verifying the code performance during the August 2001 substorm are given by
Pulkkinen, T., Palmroth., M., Janhunen, P., et al., (2003, manuscript in preparation).
The height-integrated Joule heating power is calculated as

Pig = /E-IdS: /EPEQdS, (4.6)

where the integration extends over the entire surface of the ionosphere. On the other
hand, the energy associated with particle precipitation is obtained using formulas given
by Robinson et al. (1987), where the height-integrated ionospheric Pedersen and Hall
conductivities are calculated using the energy flux and the average energy of precip-
itating electrons. As GUMICS-4 gives the Pedersen and Hall conductivities in the
ionosphere, Egs. (3) and (4) of Robinson et al. (1987) are analytically inverted to get
the precipitation energy flux from ¥p and Y.

As Figures 3b and 6b of Paper V show, the time variation of precipitation power
calculated from both events simulated by GUMICS-4 is well correlated with the em-
pirical proxy given by @stgaard et al. (2002), but the amount of power calculated in
GUMICS-4 is less than @stgaard’s empirical proxy predicts. Slinker et al. (1999), who
simulated a roughly similar sequence of solar wind input as compared to the 15 Au-
gust 2001 substorm event, reported total precipitation powers of ~5-25 GW, whereas
our maximum integrated precipitation power for the 15 August 2001 substorm is ~13
GW. Figure 6a of Paper V shows that in the 15 August 2001 substorm simulation the
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time variation of Joule heating compares well with the empirical proxy of Ahn et al.
(1983b), but the total amount of Joule heating during the substorm is much less than
the empirical proxy predicts. Slinker et al. (1999) obtained total Joule heating powers
of ~125-250 GW, whereas our simulation of 15 August 2001 substorm (roughly similar
input as in Slinker et al. (1999)) yielded only about 7 GW as maximum integrated Joule
heating power. As mentioned earlier, the polar cap potential difference is typically 30%
smaller in GUMICS-4 as compared to observations. Therefore the low value of Joule
heating can be due to lower polar cap potentials in GUMICS-4.

In Figure 3a the time variation of Joule heating in the storm simulation is poorly
correlated with the empirical proxy, rather it is strikingly similar with the solar wind
dynamic pressure. Furthermore, also the amount of Joule heating during the storm
simulation is much less than the empirical proxy predicts. Paper V hypothesizes that
since the Region 1 currents that mainly cause the Joule heating in the ionosphere are
connected to the Chapman-Ferraro current at the magnetopause in GUMICS-4 (Jan-
hunen and Koskinen, 1997), they are strongly affected by the solar wind ram pressure.
The closure of Region 1 currents to magnetopause currents was also noticed by Siscoe
et al. (2002). Therefore events that have strong variations in the solar wind dynamic
pressure have also Joule heating profiles that follow the pressure variations. Further-
more, Paper V concludes that during the storm simulation the dayside is dominating
the ionospheric dissipation, whereas in the substorm simulation the ionospheric power
is mainly consumed in the nightside oval.

The total amount of Joule heating in the simulation was curiously less than the to-
tal amount of precipitation power during both events, which is different from previous
observational investigations (e.g., Knipp et al., 1998; Lu et al., 1998). The underes-
timation of Joule heating in GUMICS-4 is a consequence of several different sources,
one of which is the typically 20-30% lower polar cap potentials as compared to ob-
servations. As the Joule heating is given by ¥.pE?, underestimation of the polar cap
potential by 30% leads to underestimation in the Joule heating by ~50%. Further-
more, a small error in the GUMICS-4 total Joule heating result can also be caused by
the limited ionospheric grid resolution: For example, discrete intensive arcs with sizes
below the GUMICS-4 ionospheric grid resolution produce locally high values of Joule
heating. Paper V estimates roughly that the discrete arcs can increase the total Joule
heating up to 10%. An additional effect could be caused by a more localized field-
aligned current closure: As a simplified thought experiment, let us consider a single
current loop depicted in Figure 4.3 in which the magnetosphere gives the precipitation
and the ionosphere is a load giving the Joule heating. This argument is rather gen-
eral as any current system can be composed of a set of "wire” currents. The power
P consumed in the single current loop is determined by the potential difference U and
the total current I of the loop, since P = UI. In MHD V -j = 0, and thus in a
single current loop the same current flows from the magnetosphere and through the
ionospheric load; Psphere/Umsphere = I = Pionosph/Uionosph- The characteristic en-
ergy of the precipitating particles giving the upward field-aligned current determines
the P sphere; and we assume that P sphere = Pprec and Pionospn = Pyg. This yields
Pyrec/Pra = Upsphere/Uionosph- In both simulated events Pp.c./Pyg > 1, which means



50 Chapter 4: Energy transfer and dissipation

Figure 4.3. A simple current loop, where the field-aligned currents close through the
ionospheric load. See text for explanation.

that Unsphere/Uionosph > 1, suggesting that the current could close over a relatively short
distance in the ionosphere. Satellite observations reported by Marklund et al. (1998)
demonstrate that the closure of a part of the field-aligned currents in the substorm
current wedge occurs locally near the surge head.

Figure 4.4 (Pulkkinen, T., Palmroth., M., Janhunen, P., et al., 2003, manuscript
in preparation) shows further the various normalized energy-related properties of the
15 August 2001 substorm simulation. All the variables start to increase as the IMF
turns southward, especially the polar cap area (green) defined as the area limited by
the open-closed field line boundary in the simulation, indicating the activation of the
energy loading process in the tail lobes. The Joule heating (red) increases in concert
with the net energy through the magnetopause (black), whereas the precipitation power
(magenta) and the polar cap potential (blue) start to increase slower. As IMF turns
northward, all variables start to decrease, except the precipitation power which remains
enhanced and decreases only later. This suggests that the Joule heating is related with
the directly driven component of the substorm, whereas the precipitation power is more
directly tied to the loading-unloading component of the substorm. This suggestion is
supported also by noting that Figures 4 and 7 of Paper V presenting the global maps
of Joule heating in the simulation show that the strongest Joule heating is produced at
locations where the potential contours are closest together, suggesting that the global
convection is important in the production of Joule heat.

One aim of Paper V was to examine whether a functional dependence can be found
between solar wind parameters and the total ionospheric dissipation. The functional
form of the power law was chosen to include the solar wind density p, velocity v, and
the IMF' B,. The simplest power law taking these parameters into account is

a b d
p v B imF
})ionos here — C <> ( > exp | —F—— 4.7
g Po V0 \/ 210Pdyn 4.7)

where pg = m, - 7.3-10° m™3 = 1.22 -1072° kgm ™3 and vy = 400 km/s are chosen as
typical solar wind density and velocity. With these scalings, C' is a constant having
units of Watts. Since the formula was chosen to be obtained by a linear multi-variable
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Figure 4.4. Various properties of the 15 August 2001 substorm: (black) total energy
through the surface, (blue) polar cap potential, (green) polar cap area, (red)
Joule heating, (magenta) precipitation power.

regression, taking a natural logarithm of both sides of the formula should yield a linear
term, and therefore trigonometric functions to model the on-off property of the energy
input caused by the orientation of IMF are not used, instead the IMF B, is modeled
inside an exponential. Furthermore, this is also because intuitively the left hand side
of Eq. (4.7) should be positive and increase as negative IMF B, increases. As shown
by Table 3 of Paper V, at best Eq. (4.7) predicts the total ionospheric power in the
simulation from the solar wind parameters with over 90% correlation for both the storm
and the substorm simulations.

Fits were made for the ionospheric Joule heating and precipitation independently
and for the total ionospheric dissipation given by the sum of the two terms using Eq.
(4.7). Correlations with the solar wind data were shown to give highest coefficients to the
total amount of ionospheric dissipation, which is natural as the two parameters are not
independent of each other. The relative importance of the exponents a, b, and d suggests
that the solar wind density and velocity have more impact on the total ionospheric
dissipation than the IMF B,. This may not be universally true: Coincidentally, in the
two chosen events the impact of the solar wind pressure was stronger than the IMF. In
the April 2000 storm the solar wind dynamic pressure was unusually high, and in the
moderate August 2001 substorm the IMF B, was quite weak and not rapidly varying.
Thus, more events with different inputs must be simulated to obtain a power law that
would recover the empirically found strong correlation between energy dissipation and
IMF B,.
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5 DISCUSSION AND FUTURE DIRECTIONS

This thesis addressed the solar wind - magnetosphere coupling, particularly in light
of the energy transfer and dissipation processes, both observationally and using global
MHD simulations. Lacking quantitative observational methods to assess the energy
coupling processes, the observational task of this thesis has been mainly to view various
dynamic processes that are manifestations of the solar wind energy transfer. The solar
wind control of the cusp and magnetopause locations was demonstrated. Furthermore,
a major magnetic storm was described observationally. A global MHD simulation was
used to quantify the energy coupling process. A method calculating the net input
energy was described. Furthermore, the ionospheric dissipation was calculated from the
simulation results.

Since the first three-dimensional global MHD simulations (Brecht et al. 1982;
Ogino, 1986) the codes have been used in testing existing theories or developing new
ones in two basic ways: Synthetic events (e.g., Raeder et al., 1995; Kullen and Jan-
hunen, 2003), or in situ data comparisons (e.g., Fedder et al., 1995b; Lopez et al., 1998;
Pulkkinen and Wiltberger, 2000). This has led to mainly two types of codes: Those
aiming to reproduce as pure MHD as possible (such as the BATS-R-US code, Powell
et al., 1999) and those that focus in reproducing the observational in situ data cor-
responding to coupled solar wind - magnetosphere - ionosphere system as correctly as
possible (such as LFM code, Fedder et al., 1995a; Fedder and Lyon, 1995; Mobarry et
al., 1996). Both directions have their own strengths, i.e., in the former the tractability
of a certain observation to ideal MHD or in the latter the verifying the code performance
in real situations in order to use the code, e.g., for space weather predictions. While
GUMICS-4 belongs to the pure MHD codes, the scientific results presented in this thesis
have shown that it can also be used in in situ data comparisons.

The studies using MHD simulations have sometimes been accused for being too
qualitative in their treatment of the scientific problems. One aim of the work presented
in this thesis has been to develop methods with which the simulation results can be
suitably quantified. For example, using the developed methods for the automatic cusp
and magnetopause identification (Paper III; Paper IV), the cusp and magnetopause
locations have been shown to correspond quantitatively to observational evidence. Fur-
thermore Paper IV shows that the developed methods can also be used in scientific
problems that cannot be solved observationally. The automatic magnetopause detec-
tion method allowed for the first time the quantification of the net energy flow through
the magnetopause.

Prior to Paper IV, the energy transfer process in global MHD simulations have been
assessed by tracing Poynting flux lines (e.g., Walker et al., 1993; Papadopoulos et al.,
1999), which has demonstrated that Poynting flux focuses through the magnetopause
in the tail during southward IMF. However, the Poynting flux mapping does not specify
the amount of energy transferred along these paths. Furthermore, instead of the non-
conservative Poynting flux we have used a conserved quantity, the total energy flux. The
total energy through the magnetopause was curiously found to resemble the temporal
variation of the € parameter, although it is naturally much larger than the € estimating
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the consumed, not transferred, energy. The same behavior was further confirmed by
simulations of other events (e.g., Palmroth et al., 2002). Since the Poynting flux has been
demonstrated to focus toward the magnetosphere (e.g., Papadopoulos et al., 1999), it is
only natural that power E; has the temporal variation of the Poynting flux. Therefore
the efficiency of € to predict the energy transfer periods is due to the Poynting flux that
is focused towards the magnetopause, although the € itself is calculated using solar wind
parameters.

Utilizing the new methodology developed in Paper IV the energy transfer locations
were identified for the first time. While the entering of the Poynting flux through the
magnetopause as well as its focusing in the IMF direction projected onto the yz plane
have been known (Papadopoulos et al., 1999), the actual demonstration of the energy
transfer location as a function of the clock angle has not been carried out prior to Pa-
per IV. During southward IMF the energy was evidenced to transfer mainly sunward
of -10 Rg in the sectors that are aligned with the IMF direction projected onto the yz
plane. This suggests an active energy focusing process, otherwise an even distribution
of energy would be transferred throughout the surface. The energy transfer location
dependence on the solar wind parameters was also corroborated with another event
simulation (Palmroth et al., 2002). A natural explanation for the energy transfer oc-
curring in distinct sectors is again the Poynting flux focusing. It is not clear whether
the Poynting flux focusing controls the energy transfer locations also during northward
IMF. Instead, the reconnection location might have a more decisive role in the energy
transfer during northward IMF. However, Paper III reported cautiously that overall the
northward IMF may pose a problem in the identification of the cusp and magnetopause
locations. Therefore the code performance must be systematically examined during
northward IMF. Future studies will also include the comparison of energy transfer dur-
ing northward IMF in GUMICS-4 and in the analytic magnetosheath flow model by
Kallio and Koskinen (2000).

The new methodology designed in Paper IV for detecting the magnetopause sur-
face automatically from the simulation can, in principle, be applied to any given surface
within the magnetosphere with relatively few changes in the detection routine. For
instance, a suitable method for detecting the plasmasheet boundary layer will be de-
veloped in the future, and as this surface is fundamentally important in e.g., substorm
studies, significant new results concerning the tail disruption process can be expected.
As Paper IV warned, due to the numerical method used in GUMICS-4, the surfaces
detected from the simulation can only be used in calculating surface integrals, such as
the net energy through the surface. They cannot be used in the Gauss’ law manner for
calculating volume integrals, such as the energy contained inside the surface. However,
the surface bounds a volume, and a new method for calculating volume integrals based
on the surface detection has already been implemented. This method has been used
in calculating e.g., the total volume, mass, and different energy components contained
inside the surface. These results, as well as the application of the method to other
simulated events, are likely tho give new insight to the overall energetics of the coupled
solar wind - magnetosphere - ionosphere system.

Regarding the energy dissipation, two main dissipation channels in the ionosphere
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are quantified in the GUMICS-4 simulation. The time variation of energy deposited to
the ionosphere by precipitating electrons is shown to correlate with an empirical proxy
(Dstgaard et al., 2002), however the amount of energy is smaller in GUMICS-4 than is
predicted by the empirical proxy. Some of the apparently lacking precipitation energy in
the simulation can be accounted for the inner boundary of the MHD simulation domain,
which maps to ~60° in magnetic latitude. Therefore, at least in the 6 April 2000 case,
the oval boundary was equatorward of the simulation limit, and hence a portion of
precipitation was not modeled. On the other hand, also the empirical proxy (@stgaard
et al., 2002) gives the precipitation power using the AL index, which is calculated
from magnetometer stations located poleward of the main part of the oval during the
6 April 2000 storm. Thus there are uncertainties in both the MHD result and in the
empirical proxy during the storm simulation. The 15 August 2001 substorm was so small
that the oval maps to the the MHD domain, however, also during this simulation the
precipitation levels were small compared to the empirical proxy (@Dstgaard et al., 2002).
At the time of the simulations were carried out the precipitation energy was not among
the variables stored from the simulation, and thus it was calculated using empirical
formulas of Robinson et al. (1987). Therefore, the first task in the future pertaining
the precipitation is to check if the situation changes after the precipitation energy is
directly computed and saved during the simulation run. Furthermore, to calibrate
the GUMICS-4 results the precipitation must be compared against the observational
estimate of the precipitation energy, not to an empirical proxy. Only after this can we
draw final conclusions on the amount of precipitation in GUMICS-4.

The temporal variation of Joule heating calculated from GUMICS-4 was shown
to correlate with an empirical proxy (Ahn et al., 1983b) only during the 15 August
2001 simulation. Instead, the temporal variation of Joule heating during the 6 April
2000 simulation resembled strikingly the temporal variation of the solar wind dynamic
pressure. It was suggested that as the Region 1 currents close to the magnetopause
currents, their intensity is controlled by the solar wind ram pressure, and therefore
the Joule heating associated with the closing of the Region 1 currents would be also
controlled by the ram pressure. Furthermore, our yet unpublished results have shown
that the solar wind ram pressure has a role in the Joule heating also during synthetic
events that are not as disturbed as the 6 April 2000 event. The influence of the solar
wind ram pressure on the Joule heating has to be addressed in future studies. In both
simulation cases the amount of Joule heating was smaller as compared to the empirical
proxy (Ahn et al., 1983b). In contrast, Lopez et al. (1998) reported an LFM simulation
result of a small substorm, in which the Joule heating was large compared to data-
based estimation. These discrepancies are due to the different implementation of the
simulation codes, however, significant progress in the simulation development could be
made by comparing the different codes systematically. Namely, as it is possible that
GUMICS-4 gives too low levels of Joule heating whereas LFM seems to give too large
values for the Joule heating, the reality may be in between. However, before a systematic
comparison between the codes is worthwhile to be carried out, GUMICS-4 results need
to be compared with measurement-based estimates of Joule heating. Since there is
currently no other measurement-based global estimate of the Joule heating other than
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the AMIE technique, comparison to AMIE is the first step.

The current development of the global MHD codes aims to increase the computa-
tional capability such that the codes can be run in real time for space weather purposes.
However, although GUMICS-4 is only in the process of being parallelized and as such
it is still quite slow, a different but possibly as fruitful strategy can be conducted to use
GUMICS-4 for space weather purposes. Namely, if the ionospheric dissipation in the
simulation corresponds also to actual measurements as it does to the empirical proxies,
Eq. (4.7) may have potential in space weather predictions, since one could in principle
calculate the ionospheric power consumption from solar wind measurements only. The
first results from the two simulated events show that the total ionospheric dissipation in
the code can be predicted with over 90% correlation from the solar wind observations.
Adding more events, particularly those that are fundamentally different from the two
simulated events, to the statistics can give more credibility to Eq. (4.7). However, first
the GUMICS-4 ionospheric power output must be calibrated against actual measure-
ments. If this strategy turns out to predict the ionospheric power consumption reliably
compared to measurements and also during other events, also other simple power laws
for other purposes can in principle be produced. For example, the space weather fore-
casters do not have a reliable prediction method for the oval location. This could be
another relatively simple task where GUMICS-4 could be used in the same manner
as it was used in predicting the ionospheric power consumption from the solar wind
measurements.
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6 APPENDIX

The following animations are included in the attached CD-rom (in .qt and .avi formats).
The animations can be freely used for scientific purposes.

1. Animation on the 6 April 2000 storm simulation, density color-coded, blue lines
are the solar wind flow lines and the yellow lines are the magnetic field line
(file:aprilstorm.qt).

2. Animation of the simulation environment at the Geotail orbit (shown as white
circle) during the 6 April 2000 simulation. X and Y directions are fixed and the
Z value indicated at the top of the animation corresponds to the Geotail location
(file: geotail_apr_xy.qt).

3. Animation of the simulation environment at the GOES-8 orbit (shown as white
circle) during the 6 April 2000 simulation. X and Y directions are fixed and the Z
value indicated at the top of the animation corresponds to the GOES-8 location
(file: goes8_apr_xy.qt).

4. Animation of the magnetopause surface motion during the 6 April 2000 storm
simulation (file: surface_apr.qt).
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